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Hierarchical Bayes

Full power of Bayes is realized in large

complex problems with repeat structure

allowing us to pool information across

many
observations

E Predict a batter's true batting average

from ni at bats Xi of hits Biron ni O

Pool info across players i t m via hierarchical mode
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sampled tho Bixt
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It Use all Xi xm to learn good prior on Oi

Note there is always an equivalent model where we

marginalize over a B and just write a more

complicated prior on O Hierarchical version may give
better intuition or computational strategies
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Hierarchical ex very fast

creating big computational headaches

101

g4
usually nice

often intractable

Computational strategy set up
a Markov chair

withstationary dist a poly 1101 run it

to get approximate samples from XColx

Definition A stationary Markov chain with trans

kernel Qly x and initial dist To x is

a sequence of r v s X X where Xito

and X't x x't r QC Xo

y x IP X y XLIX
Marginal list of X

Ily P X y S Q y x G dulx

This is a directed graphical model

Xo X X 7



If y Qly x it x dub we say it

is a stationarydistribution for Q

Sufficient condition is detailedbalance
x QCy x Hy QAly x y

SyQ ylx it x dulx Hy fyQxly duh Ily

A Markov chain with detailed balance is called

reversible x 03 X I Xlt X if to I

P x 1 1 1 1 pY YiXY that
ITCy

Theory If an Mc with stationary dist it is

1 Irreducible tx yFn p X III o

2 Aperiodic
Fx god n 0 p X ex X x 03 1

can be generalized
to cts X

Then 2 X IT in TV distance

regardless of to chain forgets To

Proof beyond scope of our class

Strategy Find Q with stationary dist Voix

start at any X run chain for a long time

in Xlt a sample from posterior for large t



Gibbss aryler

Parameter vector D O Od

Algorithm
Initialize 0 0

For t L T

For j 1 ed

Sample Oj NO I Qj X

Record 0 0

Variations on t
t

Update one random coordinate J Uniffo d

Update coordinates in random order

Advantage for hierarchical priors only need to

sample low dimensional conditional dists

O Oi X a PCO I Opac IT ploitopacis
iijePaci

Especially easy if using conjugate priors at all

levels often can be parallelized



Libbsistationarityoffoix

Claim If O't t lol x1 then O Ilo Ix

Proof

Consider updating only one fixed inordinate j

Z j O j

Z Oil j X

If O XCO x X Q x1 X 0 Q x

then
y Q TCO X

7 2 X 0 Q x

oily i x

y Hoi x

updating any cord preserves posterior dist

updating cords in any order also does



In theory pick ÉaizatÉÉÉd valid kernel

Q sample long enough'ts OF Xo x

Do it again N more times m N samples from Holx
In practice how do we know we've sampled long enough

Show how fast the Mc mixes
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Esp for bimodal posterior
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Implementation details matter
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a 1 Gibbs takes a long

1 time to mix

f Better parameterization

i B O to
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to Gibbs Directly sampling
from posterior





Empirically
Back to Gaussian hierarchical model

Illxll n It x'd
MCE for Itta
is tall x

her 2ft
g

MCE

For any
reasonable prior 51 7 a fye

l É Xi 1 5 Xi

If prior doesn't
matter much why use one

Could just estimate 5 from data

however we want plug it in

Amun estimator is 5 934

Called EmpiricalBayest a hybrid approach

in which hyper parameters treated as fixed

others treated as random


