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nterpretations of Probability
2 Where does prior

come from

3 Examples






































































































































Interpretations of Probability

Why do we model anything as random

What does probability mean in the real world

1 Long run frequency over repeated trials

repeatedly flipping a coin
EI

shooting electrons at a double slit

you can never step into the same river twice

2 Systematic random sampling from a population
Ex survey of 500 random voters

random assignment to treatment control

Applies in controlled experiments

3 Subjective uncertainty about an out one

chance that President Biden is re elected

Higgs boson has a given mass

P NP

could be broad intersubjective agreement
these are often IL

of't is s

E What if survey sampling is pseudo random

Probably relying on shared ignorance






































































































































Wheredoes acometron

Bayesian rejoinder where does P come from

Four main sources for prior on 0

Source 1 Subjective beliefs

Pry Brings all relevant info to bear

straightforward interp of posterior

Co2 Posterior is therefore subjective

Embarrassing to write I think in abstract

Hard if O high dim or P nonparametric

Ex Flip coin 20 times get 7 heads

0.5 probably a better estimate than 0.35

My subjective prior on coins
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Source 2 Objective or vague prior

Using default prior removes subjectivity
But then what does the posterior mean

Flat prior X o to 1 on

Indifferenie in O parameterization

Often improper sa o but usually ok

Et O n flat prior on IR

X IO NCO o

Hoi x to po
x

Eye
x 0772oz

to NIX E

Jeffreys prior 710 to J o
a

Higher density where Po changing faster

Invariant to parameterization
HW 5

Ex X Or Biron n O

X O to Tco Otto do Betal's
s

o o as O 0 or 1
did U

Defo001110.0 Die 0.4911 0.57
gO

7h 10 3 2n no 4






































































































































Intersubjective Agreement

Data may effectively rule out most O values

Makes posterior uncontroversial

EX X Binom 104,01 observe X 3000

SD kn I 0.005

Lik O X 20 outside C 0.29 0.31

All reasonable priors may
be a flat on C

Xloix to Likloix

to expf o 0.35

do N 0.3 J 0.35 HW 5

Data swamps everyone's prior






































































































































Gaussian sequenie
model

X On Nala Id MEIR

Jefferys prior is flat Acm on I

mix Nd X Id E mix X

Same as UMUU

What about g lull Recall

u Nd X Id E llull x Axil d

Recall Jamoulx 11 11 d Tix Janaki 2d

MSECO E Vary Ex Biasold

Vardaman 4d

What went
wrong Examine Jeffreys prior

IP g Et Vol Ball of radius rt

const d t
da

X yal ga ga
I

yd
2

Grows rapidly Prior expects y to be huge






































































































































Sou ie 3 Prior or concurrent experience

May have many logies of same problem

Assume to resp O values drown from a population

Hierarchical Bayes empirical Bayer

Can be hard to choose right reference class

Ex Estimate batting average

Player i has hi at bats true batting avg Q

Hierarchical model players i l m

hypeparameter p n to hype prior

OsloB rid Betalo B

Xi la BO rid BinomCni Oi

Oi IX a B III
ELO Ix

Gf n.gg tolo BlxldodB

If m large a B may be almost known

choice of to doesn't matter much

Reference class problem which players to include






































































































































Flexibility of Bayes

Any A P L glo S defined straightforwardly

I x arggin S LO d bloix do

Problem reduced to possibly hard computation

Posterior is one stop shop for all answers

No need for
special family structure exp fam completes.s

special estimator u estimable

convex or nice L

Highly expressive modeling estimation

Caveat Limited by ability to do computations

topic of next lecture

Source 4 Convenience Priors

Choosing conjugate
or other nice priors

much faster iomputations esp in high din

But what does the posterior mean






































































































































FI Xi kn nd p p unknown density on IR

Estimand m median
p

Estimator J x median X

good estimator robust nonparametric

large n Tx N m 4hpm
not Bayes for any realistic prior

Bayes approach
Stef Define prior over p

infinite dim

2 Calculate posterior
Horrific unless we pick special prior

Stef Return e.g m IX

If it differs substantially from median x

do we trust it









































































I






















g g

fussiantierarchicalmo

Oi or Id NCO e ied

Xi o O Ed NCOi D

Posteriormed
Taxi ELO Ix

E ELO IX I I

EL x I

E Irix Xi

Linearsh inkage estimator

Bayes optimal shrinkage
estimated from data

Likelihood for E marginalize over Oi

Xi le n NCO Itt

ally n X'd

ite 2ft
notation

mean variance



Define 5 t e

Txt I EL x Xi

Conjugate prior

until 15 IX EI rt le
su

5 IX gig e e
s

f I 4 11 a y
I
e

stink 5

s it ked

Efl axil ITI deity Old

might want to truncate prior to o I

if I smell


