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Frequentist Motivation

Model D Po OED for data X

Notation change for now reserving
to denote random variable

Loss 40 d Risk RCO 5

The Bayesrisky is the average case risk

integrated wrt some measure A called prior

For now assume ACR L prob means

Later we will allow to be improper SCR _s

Note S and CA for a 0 functionally equiv

RBayes Asd RCO DISCO

IE RC D where us

IE LC San A

Xl onPo
An estimator J minimizing RBayes.CA o is called

a Bayesestimatore
Depends on P A L

Note avg case loss makes sense even if we don
believe the parameter is random



BayesEstimator

Thy Suppose s

Xl O Po
LCO d Z O to I

RBayesCA for some Efx

Then Wx C argmin E Ll d IX x a e x
d

Oaks is Bayes with RBayefdisa s

Interpretation we can find the Bayes

estimator by minimizing tE LC d 1X x

one x at a time



Proof D Let 8 be any other estimator

RBayes dis E 440 ex

E E LCQ.SN x x

Z E E 4 osCxDlX x

R
Bayes CA Es

c if 8 8
E Let Exld E 404 d IX x

Define
an

fo i sii
d Cx otherwise

where E Cd 1cE lEsCxD
Then E Co cx Excdo x
and E 8 6 E Esha

with ineq strict on a set of measure O

XD



Prior Posterior

Usual interp of 1 is prior belief
about before seeing the data

Epistemicuncertain I think there is a

50 chance that

Mathematically it makes no more or less sense

to take 0 as fixed or random but a matter

ofmofehiloosnophfh.gwhefahefg.tt.is
is scientifically appropriate

Conditional dist of given X which
we will write Ix Yawps called
the position aka our

beliefs after seeing
the data

Densities prior XCO likelihood focx
qCx fico foG dO marginal density of X

Holx NO pdx posterior density
qCx

Bayes est Efx argmdin f 40 d t.CO x dO
r



Posterior Mean

If 40 d glo d then the

Bayes estimator is the posterior mean

Ekg d Tx
E glow ELgc.io xJtELgCoDlxT d lX

Var gCo lx t EfgCO lx3 d

why is the cass term 0

Is E gC lX x

Weighted sq error

Qd _WCO glo d e g Eod
sq ret error

E Cd glo w IX
d E wC lx 2dEfwC gC lX

t E X
dee on d

min at D El who gC lx

Etz ESCH



Example.BE taBinomialXlOO BinomCn O 0 4 05 I
Beta o B Oo G o Bt

flat B
O is riv here normalizingconst

Marginal disk of X called BetaBinonia
Posterior

Ix Xo go.CH qCx
we can do do O 1 0

s
0 1 0

factors that don't
0

0 ly g
n x B Idepend on O

IX x n Betacxto n x 113

Ef lx7 nI p
pi a isUMM expectation

Convex combo
of Ip In n tp

t ftp.nIY
pInterpk tp pseudo trials d successes

Recall Xn from Lec 2



Exampley Normal meal

XI D NCO E of e
Cx 0512oz

N er E do e
lo mise

cold do expf CIII CIII
do exes E to 3

exploCoEtE o4
Complete square

T T
cCa bo c

a exel lo E I Taco
To NC

precision woefightend harmonic mean

average of OZ T2

E Ix x n



Gaussianiide
O N n E dropping for computations

Xo.IO id NCO E E I sn

ton Nco E

E 01 3
no

n
t n

c

not 1 e
2

X I
n t 0 2

t µ
03
n t 0 2

Inter K pseudo observations mean it

If n k data swamps prior
If neck prior swamps data

Note in both examples

Prior Likelihood have similar fan form

Posterior comes from same exp fam as prior

Prior can be interp as pseudo obs

This is because we chose conjugates
for the parameter topic for next lecture



BiasandBayes
CBayes estimators are almost always biased

especially when the parameter value is extreme

relative to the prior

theorem The posterior mean is biased unless
G S

Efx gC

Proof Suppose Es is unbiased Then

gC E ax 1m03

Jail E gC IX by def
condition on X

E EsCxlgC IX SIX E gC lX

Es x
Cord on

ELIX gC 1 gC

E sgCo.D Eloi E gC 5

E cos gC EET e EgC 5 2E gC B
O DX


