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Fallacies do not cease to be fallacies because they become 
fashions. —G.K. Chesterton



A Success Story: myShake



Other successes

• Automation, robotics

• Supply chain, shipping

• Prediction of sepsis and other patient complications in hospitals

• Smart buildings, energy management

• Natural language processing

• Biometric identification



A Failure Story: Google Flu Trends

• Initial success “now casting” in 2008

• Serious failure in 2013; discontinued

• Blind modeling



Mixed: Traffic apps



Reinforcing bias and inequality



Bad Business



Bad Businesses









Vulnerabilities: home automation



Vulnerabilities: IoT



Vulnerabilities: cars



Vulnerabilities: financial, social



Vulnerabilities: privacy



Vulnerabilities: privacy 
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What kinds of things go wrong?
• Training using unrepresentative samples

• Assuming stationary / ergodicity

• Confusing more with better

• Confusing correlation with causation, fit with prediction, 
& prediction with response schedules

• Confusing models/simulations with reality

• Assuming algorithms are objective and unbiased

• Not considering privacy, bias, social consequences

• Trying to “bolt on” security instead of building it in

• Cargo-cult statistics, quantifauxcation

Ceteris are never paribus.
—Andrea Saltelli



• The sample with built-in bias
• The little figure that isn’t there
• The gee-whiz graph
• Post hoc ergo propter hoc
• ...



Quantifauxcation

Assign a meaningless number, then conclude it must be meaningful because it 
is quantitative.

Can be hard to identify when it involves models, complex calculations, etc.



—J.W. Tukey

The combination of some data and an aching desire for an 
answer does not ensure that a reasonable answer can be 
extracted from a given body of data. 



—Jaron Lanier

The core of [the scientific method] is remembering your own 
level of ignorance.



Role of Models

• All models are wrong, but some are useful. —George Box

• For what?

• How can you tell?

• It is inappropriate to be concerned about mice when there are tigers abroad. 
—George Box



Cargo-cult Statistics
Go through the motions of computing estimates, uncertainties, etc., without concern for whether the 
assumptions hold or the models bear any relation to reality.

Use the language of statistics and the calculations of statistics, but not the thinking.

There’s Bayesian cargo-cult statistics, too.

Examples: 

• IPCC uncertainties for climate predictions

• Earthquake probabilities

• Political polls



Where does probability come from?

• Phenomenon is random (quantum, thermo)

• Randomness created (random sample, randomized experiment)

• Randomness “invented” in the model itself

• Randomness as metaphor



Wind turbines kill raptors. 

How many? 

What siting and design characteristics 
matter?
• Data quality: shrinkage, scavenging, 

background mortality, pieces, 
attribution

• Models:0-inflated Poisson, etc.

Altamont Wind Farm 



Consultant’s solution

• Collisions random, Poisson distributed

• Same process for all birds

• Birds are independent

• Rates follow hierarchical Bayes model with covariates for site, turbine design



Explanation:

• When bird approaches turbine, tosses coin to decide whether to collide

• Chance of heads depends on site & turbine design characteristics

• All birds use the same coin for a given site/design

• Birds toss their coins independently



Is the model reasonable?

Why random?

Why Poisson?

Why particular dependence on site/design?

Why no dependence on size, coloration, ground over, etc?

Why independent across birds, sites, etc.?

What about background mortality?



Complications

Random not same as unpredictable

Do we want to know how many birds are killed? Or the value of some 
parameter in a model?

Nonstationarity from season, scavenging, time between surveys, etc.

The model changes the subject!



Freedman’s Rabbit Theorem

Axioms:

• For the number of rabbits in a closed system to increase, the system must 
contain at least two rabbits.

• No negative rabbits.

Theorem: To pull a rabbit from a hat, at least one rabbit must first be placed in the hat.

Corollary: You cannot pull a rabbit out of an empty hat, even with a binding promise 
to return it later.





Data Science Education
• Reproducible research & work practices

• Statistical thinking

• Computational thinking

• Algorithmic thinking

• Evidence

• Ethics, societal impact

• Computational hygiene & software 
engineering

• MSDSE, Stat 157, Data 8, Division of Data 
Science 





Data Science with Applications to Social Good

Term projects:

• Predictive policing

• Water injection and induced seismicity

• Open-source Python library of 
nonparametric permutation methods



Work Habits

• Revision control systems (e.g., git)

• Unit tests, integration tests, regression 
tests, coverage tests, automated

• Scripted analyses

• Pair programming

• Code review

• Documentation







ETAS: self-exciting linear Hawkes process



Data Science Questions
• What's the underlying experiment? 

• How were data collected/selected/processed to get the “data”? 

• What analysis was reported to have been done on the “data”? 

• Was it the right analysis to do? Was it done correctly? Was the implementation stable/sound? 

• If the results involve probability, where did the probability come from? 

• If there’s a model, where did it come from? Is it based on the “physics” of the situation? 

• Were the results reported correctly? 

• How many analyses were tried? What were they? What were the results? How was multiplicity 

treated? 

• Were there ad hoc aspects to the analysis? What if different choices were made? 

• Can someone else re-use/re-purpose the tools?


