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The inclusion of electronic polarization within Monte Carlo calculations of simple models of
molecular liquids is hampered, relative to its inclusion within molecular dynamics calculations, by
the need to fully determine the variables that specify the electronic configuration every time each
molecule is moved, i.e.N times per cycle, rather than once per cycle. Classical statistical
mechanical Monte Carlo calculations on two models of liquid water have been performed. For each
of the models, electronic degrees of freedom are modeled by polarizable sites; thus it is the
components of the induced dipole vector that must be determined at each step. Commonly used
approximation methods have been characterized and found to be inadequate. Efficient procedures
have been devised to estimate the dipole vector and have been tested on reproducing electronic,
thermodynamic, and structural properties of the two polarizable water models. The most promising
procedure, considering both computational time saved and accuracy at reproducing pure liquid
properties, involves approximating the induced dipoles at each step by an initial perturbative
modification of the dipoles from the previous step, followed by an iteration of the induced dipoles
on only the moved molecule. With this procedure, the CPU time is dramatically reduced, and the
thermodynamic and structural properties are estimated correctly to within a few percent. They are
reproduced more rapidly and with greater accuracy than in calculations in which the dipole vector
is estimated by a single iterative cycle starting with the dipoles from the previous Monte Carlo step.
© 2001 American Institute of Physic§DOI: 10.1063/1.1370083

I. INTRODUCTION compared to molecular dynamics, for such systems is the
relatively larger increase in required CPU time due to the
Most calculations on polarizable models of molecularjack of pairwise decomposability in the energy terms de-
liquids, i.e., those models that include an explicit multibodyscribing the polarizable degrees of freedGi®
term to describe rapidly responsive electronic polarization,  An exact description of the polarizable degrees of free-
have been performed with molecular dynamicsdom is typically formulated as a matrix equation that must be
algorithms?=*° The inclusion of polarizability in molecular solved at each stel?*"The exact solution of this equation
dynamics leads to calculations that are slower, although naiorresponds to the adiabatic separation of nuclear and elec-
prohibitively so?"+**Monte Carlo(MC) techniques have also tronic degrees of freedom represented by the Bormn—
proven successful as a method for evaluating the high dimergppenheimer approximatidt?®757684&although matrix
sional integrals required to characterize the statistical memyersion is anO(N3) proces$® the matrices generated for
chanical description of models of molecular liquids®  physically realistic molecular configurations can be iterated,
These techniques typically use the Metropolis algorithm togn O(N?) proceduré’® to solution relatively rapidly, i.e.,
construct a Markov chain of accessible configurafiof® iy a number of stepsi<N, whereN is the size of the
and are particularly efficient for systems that involve a po-matrix3 While different properties exhibit a differential sen-
tential energy function that is pairwise decomposables., sitivity to incomplete iteration, in general the iteration must
a potential energy function that can be written as the sum ohe carried out to high accuracy to ensure that detailed bal-
one- and two-body terms. In this case, since Monte Carlgnce is satisfie@327%768%ince there aréN Monte Carlo
trial moves typically involve moving a single molecule, the steps, as opposed to one molecular dynamics step, per cycle,
calculation of the change in energy between the trial statg molecular dynamics algorithm will requit®(N?) steps
and the previous state involves only the recalculation of thg,er cycle for a polarizable model, albeit with a larger pref-
energy of the moved molecule interacting with every otheractor than for a nonpolarizable model, while a Monte Carlo
molecule. This ordeN, O(N), calculation is rapid. Although  4q0rithm will requireO(N3) steps per cycle for a polariz-
some Monte Carlo calculations have been performed on pojhle model, as opposed ©(N2) for a nonpolarizable
larizable liquids}'~®® a disadvantage of Monte Carlo, as el
The computational expense associated with an exact de-
dElectronic mail: william.jorgensen@yale.edu scription of polarizable systems has led to the introduction of
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numerous methods to approximate the variables describingABLE I. Parameters for the Dang93 and Dang97 models.
the polarizable degrees of freedom. One class of approxima-

. . . R . . . Dange93 Dang97

tions involves including those variables as dynamical vari-

ables  within an extended Lagrangian frame dx(e) 0.365 0.519

work 19:21:24303L50.75."\nother class of approximations in- qO((ee,)) ~0.730 1038

volves a partial iteration starting from a reasonable initial 3“;'(A) 3.205 3234

guess, or the modification of the polarizable degrees of free- ¢, (kcal/mo) 0.160 0.1825

dom on just the moved molecule at each Monte Carlo step, ay (A% 0.170

or the modification of all the polarizable degrees of freedom “o (A? 0.528

at a subset of the Monte Carlo sté§§>6°74.78 o ((i)) 100 10“;45472
Most calculations on polarizable models of molecular QzZH (deg 109 47 1045

liquids have been on models of liquid water. Water is both r,,, (A) 0.215

highly polar and highly polarizable, with both a relatively =~ «{D) 2.02 1.84

large gas phase dipole mom®nand condensed phase in-  #"(P)* 2.60+0.01 2.750.05

duced dipol€? In addition, although fixed charge models s calculated by Dang in Refs. 1 and 2.

have been successful at reproducing a wide range of experi-

mental data to high accuracy;® several of the areas of

greatest weakness for fixed charge models, i.e., ion—-watghore detail the results of the most promising methods. Fi-

. . _5'36 . . . .
interactions, benzene-water, and ion-benzenenally, Sec. VIII presents a discussion and conclusion.
interactions’>7~%° and the interactions involving dipolar

solutes in low dielectric medi&, involve water. Given this, it
is desirable to develop and characterize the realm of appli'—" REVIEW OF THE MODELS AND THE THEORY

cability of methods for the rapid estimation of the variables  |n order to test the approximation methods, calculations
that determine the electronic degrees of freedom in Montgyere performed on the two models summarized in Table I.
Carlo calculations of polarizable models of liquid water. The Dang93 model is a three-site model with three polariz-
Naturally, there is a tension between the speed and the accyple sites; its gas-phase dipole moment is 2.02 D, and the
racy of an approximation. Approximations can lead to sig-total dipole moment in pure liquid calculations at 303 K is
nificant errors in computed thermodynamic quantiteBa-  ca. 2.6 D' The Dang97 model is a four-site model with
rameters could be developed around a rapid approximatiopermanent charges constructed to reproduce the gas-phase
method) and those approximations may be useful in deterdipole moment of the monomer. It has a single polarizable
mining whether polarization is a contributing factor to cer-site on the massless charge site, a polarizability equal to the
tain phenomen& Nevertheless, we are interested in theaverage molecular polarizability, and a total dipole moment
more restrictive class of approximations that approximate thén pure liquid calculations at 25 °C of ca. 2.75°Given the
exact solution well, i.e., those approximations that model theomputational expense associated with including explicit po-
adiabatic separation of electronic and nuclear degrees @érization in liquid phase calculations, it would be desirable
freedom sufficiently well that errors in electronic, thermody-if a single polarizable site could be used to model liquid
namic, and structural quantities are minimized. water accurately. Nevertheless, in the absence of the demon-
In the present paper, several approximation methods arstration that such models are generally superior to three-
described and characterized. Monte Carlo calculations ipolarizable-site models, the response of both models to the
which the electronic degrees of freedom are determined bgpproximations was examined.
one of the approximation methods are compared with calcu- The potential part of the model Hamiltonian is given in
lations in which the electronic degrees of freedom are deterEq. (1),%1°
mined exactly. Since the models used in these calculations
represent the variable electronic degrees of freedom with  yU=Upq + Z Uap,
point polarizable sites on a subset of the atomic Sifethe azb

variables to be estimated are the components of the induced q,q;€2 oy |12 oo |8
dipole vector. It should be noted, however, that the tech- U=, —— +480[( ) —( ) } N
niques presented are not limited to this class of models, but o Taibj F a0b0 000

only require that each Monte Carlo step involve the trial 1

move of at most a small number of molecules. Thus they are  Upg = —52 Pa-Ea,

applicable with minor modification to models that represent a

the variable electronic degrees of freedom in other wayswhere a and b are dummy indices representing the mol-
e.g., by fluctuating charges. In Sec. Il the two models used teculesj andj are dummy indices representing the atofs,
evaluate the quality of the approximations are describeds the electric field due to the chargesis the induced dipole
Section Il presents some computational details, and Sec. IVector, and the remaining variables represent their standard
presents the results of the exact calculations. In Sec. V sewuantities.

eral methods to approximate the electronic variables are pre- The polarization energyJpq,, is calculated in the fol-
sented. Section VI presents preliminary considerations antbwing manner-® Upon expanding the classical electrostatic
initial results for several methods, and Sec. VIl presents irpotential in a multipole series
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I1l. COMPUTATIONAL DETAILS
D=2 e®(r)=2 g®(0)+r;-VP(0)+--- . y
i i All calculations were run under conditions as close to

those in the original papers as possible. For the Dang97

:eT_OT+m;+..., 2) model? the system consisted of 550 molecules in the
r r isothermal-isobaridN-P-T) ensemble at 25°C and 1 atm,

h d the total ch d divol N fand for the Dang93 modélthe system consisted of 216
Whereeror andm are the total charge and dipole moment of ., 0 jes in theN-P-T ensemble at 303 K and 1 atm. For

the charge distribution, and retaining the first two terms, theboth models, a molecule—molecule based truncation proce-
electric field becomes dure was employed at an intermolecular separationf

eror _ M-t =9.0A.1? No long range correction for the electrostatics
E=-Vb=-V—-V— was included. The merits of various methods for dealing
r r with boundary conditions are important issues, but the pur-

r mer m pose of the present work is to analyze methods for rapidly

= r_3_3( /5 )r—r—s approximating polarizable degrees of freedom and not to

deal with boundary condition issues. Thus the procedure of
Dang is followed! %10t
The calculations were performed with a modified ver-

sion of the Monte Carlo programoss version 3.8'%? Code
where the dipole—dipole interaction tensor between two powas added to calculate the polarization matrix and electric
larizable sites is written as field at each step. On solvent moves, this could be performed
with an O(N) calculation of the change in the polarization
matrix and the electric field between successive steps. Upon
3yz |. examination of several iterative packages, it was found that

for the most expensive calculations an iterftbusing either
(4) a conjugate gradient method or one of several methods de-

rived therefrom yielded the fastest calculations. In addition,
This electric field will induce a dipole in a molecule; thus for Jacobi preconditionifg'%was performed since it improved
calculations such as those performed on liquid systemghe convergence rate, and a matrix vector multiplication rou-
where there are a set of charges and polarizabilifgs i}, tine was written to take advantage of the symmetry and rela-
at positions{r;}, the following dipoles will be induced at tive sparsity of the polarization matrix. The iteration began

=—-Tm, 3

3x?—r2  3xy 3xz

those sites: with an initial guess for the solution, generally taken to be
the dipole vector from the previous step, and continued until
= SX<TOL, where §X=|b—A-x;|/|b|, x; is the estimate of
=a-E.=a:| E94+ D J i v A
pi=cai-Ei=a| E ;I Tij pJ)' ® the induced dipole vector at théh step of the iteration, and

TOL is a user specified tolerang®.281%This residual based
Here,E{'=3;.i(q;r;;/r) is the electric field at théth site  criterion is more robu&t%3than the typical criterion of re-
due to permanent charges at other sites, ffli]d:(3r- quiring the rms difference between the dipole vector at suc-
-r/r®)—(1/r®) is the dipole—dipole interaction tensor be- cessive steps in the iteration to be less than some
tween theith site and thejth site. In the calculation oEY  tolerance’?”:"®but it was found that for typical liquid state
and T, intramolecular contributions are set to zéfoand  configurations, both criteria yielded identical results with an
interactions beyond a cutoff value are truncated, as was pefPpropriate choice for the respective tolerances.
formed by Dangd:? Equation(5) can be rearranged as the The approximation methods described in the next sec-
following matrix equation tion are inapplicable to volume moves, i.e., when the dimen-
sions of the periodic cell are changed and the positions of the
al’l —Ty -+ —Tin o} E molecular centers are scaled accordinglyNi#P-T calcula-
: Eq tions. Thus volume moves have been performed in the fol-
P2 - 2 (6)  lowing manner: first, iterate the matrix equation for the in-
: duced dipoles from the previous step to an exact solution;
—Tyy o e a@l Px Ed then, perform the volume move, including a recalculation of
the polarization matrix and the electric field vector; and fi-
For realistic configurations of molecular liquids, the domi- nally, iterate the polarization matrix for the induced dipoles
nant elements of this matrix are the diagonal elements andt that move to an exact solution. Handling volume moves
thus, Eq. 6 may be solved fqr by iteration®® A high  asymmetrically by, e.g., performing a full iteration only after
tolerance is achieved in a number of iterative stéyp)s the move would lead to a disproportionate number of volume
<Na, WhereN,,;; is the size of the matrix and is given by moves being accepted. The failure to fully minimize the di-
Nmar= 3NpsitNmo, WhereN e is the number of polarizable poles at every solvent step leads to a systematic drag effect,
sites on a given molecule and,,, is the number of mol- which the approximations attempt to minimize. An analo-
ecules in the system. It is the rapid estimation of the vegtor gous effect caused by volume moves would be much less
at each step in the Monte Carlo calculations that is our focudractable due to the sensitive dependence of the energy on

-1
T a;
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the volume and to the relatively long runs required for vol- -9 —
ume equilibratior’” One may claim that the calculations ‘. - Dang®s
should be implemented in thd-V-T ensemble since the ---- TIPaP
volume moves “reset” the electronic degrees of freedom. -95 F\

N-P-T calculations were performed since tiP-T en-
semble is the ensemble of primary experimental interest and
since the original calculations of Dang were performed in
that ensemble. NonconverghdV-T calculation$® indicate
that the results presented here for the quality of the approxi-
mations are not sensitive to the frequency of volume moves;
thus it is expected that similar conclusions hold fotV-T
calculations.

For both models, the exact calculation began with a box :
of nonpolarizable molecules with the same geometry and o 10 20 30 20 50
Lennard-Jones parameters, the charges of which were ad Millions of MC steps
ju.SFed 0 gi_v_e approximately the corre_ct energy and denSityIflG 1. Intermolecular energy for the Dang93 and Dang97 models as a
I_nltlal con_(_jltlons for th_e Oth_er calcule_ltlons came from a_par'func.tio.n of length along the Markov chain. Averages are taken over 1 mil
tially equilibrated box in which the dipoles were determinedmc steps. Also presented are the results for the nonpolarizable model
either exactly or with a single full iterative cycle. In all cal- TIP4P.
culations, moves involved either the rotation and translation

of a single molecule or the uniform scaling of the volume.

For solvent moves, the magnitude of the translations am"ilble component of the energy relaxes more slowly for the

rotations were adjusted to yield acceptance rates of ca. 400;_maller box of 216 molecules with the three-polarizable-site
ang93 model than for 550 molecules with the one-

It was difficult to achieve such high acceptance rates for th . ) S
g P polarizable-site Dang97 model. The slow relaxation is no

volume moves, in particular for the one-polarizable-sited bt related to th thod of ting the Mark hai

model. Smaller volume moves were required than for simi- ou frea_e 0 Ie met_ol 0 gener_;_";lhl_ng teh dar ov e a![n
larly sized nonpolarizable systems, and acceptance rates f y performing single particie moves. 1his method appears to
e relatively disadvantageous for systems with multiparticle

volume moves were ca. 20% to 30%. Error estimates wer . : o
calculated with the means batch procediirBlote that since potentials, as compared to systems with pairwise decompos-
gble potentials® Thus in addition to the extra time at each

this procedure assumes that the underlying time series is st h ired to determine th | £ th iabl .
tionary and Gaussian, for some of the less well converge?yeD required to determine the values ot the varnables speci-

calculations discussed below the quoted errors are likely un 'ng the electronic degregs of freedom, polarizable models
derestimated. require more steps to equilibrate.

Second, although Table Il indicates that the results for
IV. RESULTS OF EXACT MONTE CARLO the Dang97 model agree with the original resutts within _
CALCULATIONS ca. 1% fpr th_e density and ca. 2.5% for the energy, there is
substantial disagreement between the values calculated for
The energy and density for both the Dang93 and Dang9the Dang93 model and the values originally report&d.
models as a function of length along the Markov chain arerhis disagreement appears to be due to the increased sensi-

presented in Figs. 1 and 2. Averages are presented in Tabletlity of small polarizable systems to changes in such param-
along with the original results of Darle. Two features of

the exact calculations deserve particular mention.

First, both models require an equilibration period signifi- 1.14
cantly longer than for calculations on similar nonpolarizable
models. To examine this, Figs. 1 and 2 also present the en-
ergy and density for 550 molecules of TIP4P wateun at 1.09 |
25°C and 1 atm using a protocol that was similar to that for
the polarizable calculations. The initial condition was an ar-
bitrary configuration that was worse, i.e., farther from equi-
librium, than the initial conditions for the polarizable calcu-
lation, and the results presented are typical of nonpolarizable
models. The number of Monte Carlo steps required for 0.99
equilibration is clearly much larger for models with polariz-
able degrees of freedom. Figures 3 and 4 present the polar-
izable and nonpolarizable components of the energy for the -

) 0.94 : - : . .

Dang93 and Dang97 models, respectively, and show that the 0 10 20 30 40 50
dominant contribution to the slow rate of convergence is the Millions of MC steps
.SIOW relaxation .Of the polarizable degr'ees of freedom. Thgr IG. 2. Density for the Dang93 and Dang97 models as a function of length
is also a coupling between the polarizable and nonpOI‘Emzalong the Markov chain. Averages are taken over 1 mil MC steps. Also
able components of the energy and so, e.g., the nonpolaripresented are the results for the nonpolarizable model TIP4P.

Energy(kcal/mol)
N
(=)

-10.5

s DANG9S
—— Dang$7
---- TIP4P

1.04

Density(g/cm3)
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TABLE Il. Thermodynamic properties calculated for the Darfy88d Dang97 models at 303 K and 25 °C,
respectively, and 1 atm.

Length of Energy

averagé (kcal/mo) Density (g/cnt) Dipole (D)
Dang93 MD —9.84+0.08 1.003:0.015 2.62
Dang93, exact MC 15 —10.82£0.02 1.125-0.003 2.68
DangQ"D MD —9.84+0.07 0.995-0.007 2.75
Dang97, exact MC 20 —10.10+0.01 1.00%0.001 2.78

aReference 1.
PReference 2.
‘Millions of MC steps.

eters as the number of molecules and the intermolecular cuta. 4 A of themoved moleculé? The simplest approxima-

off distance; this is discussed in more detail in Appendix A.tion using this idea is to modify the dipole on only the
moved moleculé! A more expensive suggestion to modify

V. METHODS TO RAPIDLY ESTIMATE THE INDUCED the dipoles on the moved molecule and those molecules that

DIPOLE VECTOR will likely experience a large change in induced dipole, i.e.,

those molecules near the moved molecule, where “near”

; 76,78 . P
Previous work™'® and our initial results indicate that may be defined to be those molecules withrag less than

2 . . .
any reasonabl®(N7) method fpr es_tlmatmg the_ induced some value, e.g., 4 A, and perhaps those molecules that cross
dipole vector, e.g., a single full iteration, would still be pro-

o ! X ~the truncation boundary. A still more expensive suggestion,
hibitively expensive for large scale computation on polariz-

hich is notO(N), is to modify the dipoles on the moved
able models of molecular liquids. Attention was thus focuse(ﬁ on | (N), i ity P v

developi N thods. th | ¢ which olecule and those molecules near the moved molecule and
ggscfi\éigpmgo( ) methods, three examples of which are then to modify the dipoles on each of the molecules near

each of those molecules, etc., iteratively. In the limit of a
A. lteration over many iterations large number of these cycles with the iterations performed to

. - a high tolerance, this leads to an exact solution but does so
When a given molecule moves, it is expected that the se ; L
more slowly than using an efficient iteratf.

of molecules that experience the largest change in induced
dipoles will be strongly correlated with the set of molecules
near the moved molecule. This intuition has been confirme perturbation theoretic estimation

by an analysis, not presented in detail, of the rms difference o i

between induced dipoles at successive st&mn addition, Another class of approximation methods, which to our
the analysis indicates that molecules that croeOth cutoff ~ knowledge has never been presented, seeks to approximate
at which nonbonded interactions are truncated also have &€ solution of the matrix equation at a given step as a per-
tendency to experience a change in induced dipole similar ifrbation of the matrix equation from the previous step. If the
magnitude to the change experienced by molecules withigelution of the matrix equatioA-x=b in Eq. (6) is known

Polarization Energy
-2 T T T

Additive Energy

e DANGIS
e DANGS3
o D Dan§97

Energy(kcal/mol)
Energy(kcal/mol)
1
»
[3,]

-7t

-4

0 10 20 30 40 50 -7.5 ' y ' y

o 0 10 20 30 40 50
Miltions of MC steps Millions of MC steps

FIG. 3. Polarizable component of the intermolecular energy for the Dang9%IG. 4. Nonpolarizable component of the intermolecular energy for the

and Dang97 models as a function of length along the Markov chain. AverDang93 and Dang97 models as a function of length along the Markov chain.
ages are taken over 1 mil MC steps. Averages are taken over 1 mil MC steps.

Downloaded 01 Oct 2003 to 128.36.233.125. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



9342 J. Chem. Phys., Vol. 114, No. 21, 1 June 2001 M. W. Mahoney and W. L. Jorgensen

exactly or approximately at théth step, then the matrix Step as the correction. Thus at the steps at which the cutoff

equation at thei(+ 1)th step may be written a&'-x’=b’, correction is recomputed, both of the following calculations
where are performed:
A’ =A+ 5A=A+ A gnst Acols: As Xs=Dbs, (13)
b'=b+ b, and (77 and
X' =X+ OX. Ag-Xg=Dbg, (12)

é/vhereAg, X¢, and b, are the polarization matrix, the in-
educed dipole vector, and the electric field due to the charges,
respectively, corresponding to the bigger and smaller cutoff
for ¢£=B,S, respectively. These correspond to two versions
of Eq. (6) in which two different cutoffs are used. Equation
(12) can be rewritten as

For Monte Carlo moves that consist of attempting to move
single molecule, i.e., for solvent as opposed to volum
moves, the matrid’ differs from the matrixA along a set of
3Npsite OWs and N columns. Defining for an arbitrary
square matrixa,

A=D+N, (8)
(As+ 5A) . (Xs+ 5X) = bs+ 5b, or
whereD is a diagonal matrix consisting of the diagonal ele- (13)
ments ofA and N contains the off-diagonal elements Af Ag- X5t Ag- X+ SA-Xg+ SA- 8x=bg+ 5b.
with zeros along the diagonal, théri-x’=b’ can be rewrit- ) .
ten, after subtractind-x=b from both sides, as !\lote that these dlf_ference matnces are no_t the same as those
in Sec. V B. The difference in the polarization component of

D 0x+N- 6X+ 6Arows' OX+ 6Acols OX the intermolecular energy using the two cutoffs is

= 5b_ 5AI’OWS. X— 6ACO|S. X. (9) AU = — %XB . bB_ - %Xs‘ bs . (14)

The operations on the right-hand side of E).areO(N), as  Adding the cutoff correction directly to the energy leads to
is multiplying by the diagonal matrid. Ignoring thedA;  estimates for the induced dipole vector that are incorrect. An
- ox terms and theN - 6x term, which is small relative to the alternative formulation of this method would be to store not
D- éx term, and performing th®(N) inversion of the diag- the energy difference but the vectors of differences of di-
onal matrixD yields an estimate for the change in inducedpoles and electric fields, i.eSh and x. Then the following

dipoles from one step to the next: energy would be added at each step:
5X:D_l( 5b_5Arows'X_6Acon'X)- (10 AU:_%XB'bB__%XS' bS
This approximation is the lowest order term in an expan- = —L(xg+ 6X) - (bg+ Sb) + 2xg- bg,

sion of the inverted matrix. Within this approximation, the )

change in the induced dipoles at each step is caused by ea@h UPON performing the algebra,

dipolar site interacting with the change in local electric field AU=—}(xg b+ 8x-bg+ dx- ob). (15)

due to the permanent charges and with the change in dipoles . i
elsewhere, as they existed at the previous step. The c:hangI this case, thes an(_j bs are stored from the previous up-
do not back interact to self-consistency. If they did, an exac atg step, although it may be pos&blg to achieve a better
solution to the matrix equation would be achieved. KeepingStimate of the energy difference by using those values cal-

higher terms in the expansion would correspond to mor&llla'[e_d at each_ step. _ ) )
back interactions, but would not l2(N) With box sizes and cutoffs of typical sizes, approxi-
’ ' mately half of the components of the polarization matrix are

o identically zero. Thus an additional advantage to imposing a
C. Use of a smaller cutoff criteria or a weaker smaller cutoff criterion would be that the polarization matrix
tolerance would be sparser, leading to a larger relative advantage for

A third class of approximation methods involves the usel'na.trix-vector multiplication routines written to take advan-
of a smaller cutoff criterion for the dipole—dipole interaction tage of the sparsity of the matrix. For such a method to be
than for the other interactiorf§.This is similar in spirit to ~ €ffectively O(N) the cutoff could have to be quite small. For
multiple time step metho&% in molecular dynamics in €xample, decreasing the cutoff from 9 to 6.5 or 4.5A de-
which the interactions are divided between slowly changingreases the number of nonzero elements by approximately
interactions and the more rapidly changing interactions tha#2% and 88%, respectively. Thus only the most drastic cut-
generally occur between molecules that are spatially proxioffs lead to significant computational savings.
mate. The dipole—dipole interaction energy between spatially
proximate molecules is recalculated at every step, and thg, oor) \\iNARY CONSIDERATIONS AND INITIAL
more distant interactions are recalculated less frequently. T ESULTS
more slowly changing interactions are included as an addi-
tive cutoff correction to the energy. They are added to each In order to determine the appropriate tolerance for use in
step and recomputed by doing a full iteration to a high tol-the exact calculations, a series of calculations was performed
erance evenM~N,,, steps, taking the difference between in which iteration continued untibX<TOL, where TOL
the energy estimates before and after the full iteration at that 10", with n=1,2,.... These calculations indicate that for
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a typically sized system of either Dang93 or Dang97 mol- 0.006

ecules run under typical conditions for tens of thousands of

steps, the energies and densities varied in a systematic we 0.005 +

asn was increased. The Markov chains with=5 andn -y
=6 were identical to those with largarfor several thousand , 0004 | e b 4AT
steps and several tens of thousands of steps, respectively. ; = i
the end of the latter calculations, the components of the in- %, (003 AR '
duced dipole vector differed in the eighth significant digit N’?g oo
relative to the dipole vectors in similar calculations with = 05 Ly ‘

larger n. Although the chain wittn=6 will ultimately di- £

verge from chains with largem, the identity of the chains % 0.001 |

and the similarity of their dipole vectors provide confidence

that differences between the fully iterated solution and the 0

true solution are minute. 0 100 200 300
Since the approximation methods are designed to be MC step number
rapid, calculations were performed to estimate relative times
and to eliminate those methods that did not yield significanf!G. 5. The induced dipole drift as estimated by the rms difference between
time savinas. The relative times for methods of estimatin pproximated dipole vector and the corresponding fully iterated dipole vec-
. gs- . Qgr during short Monte Carlo calculations on 216 molecules of Dang93
the induced dipole vector are dependent on the_ n_umber ater. The two vectors were stored separately; thus the Markov chain gen-
molecules and the frequency of volume moves. Timings relaerated is identical to that generated with the approximation by itself, i.e.,
tive to nonpolarizable code depend on the efficiency of thavithout the associated exact calculatidd,, is the length of the vector of
- - ._induced dipoles. See the beginning of Sec. VIl for a description of the
nonpolarizable ,COde as _We” as the efTICIE_nCy of the.pOIa”Zapproximation methods and a definition of the corresponding labels.
able code not involved in the determination of the induced

dipole vector. Due to these considerations and since these

factors differ W|de|y between different COdeS, our actual tim'presented for reference' It is notable that the use Of a pertur-
ing results for each of the approximation methods are nopative modification of the dipoles at each step leads to di-
presented. However, the timing studies, a summary of whiclyoles that fail to stay near the Born—Oppenheimer surface
is presented in Appendix B, indicate that the only approxi-reliably. In addition, the dipoles fail to stay near the Born—
mation methods that are not too computationally expensiv@ppenheimer surface reliably when they are estimated by
are those that involve an iteration over the moved moleculgpdating the dipole on only the moved molecule and also
and its neighbors and/or an initial perturbative modification.when the dipoles are updated with the use of multiple cutoffs
(Methods that involve multiple cutoffs with very short inner with the cutoff correction recomputed every o Steps,
cutoffs also have acceptable timing but were otherwise unalthough for clarity these results are not presented in the
acceptable as described belpwWhe timing studies also in-  figure. Methods for which the dipoles fail to stay near the
dicate that the most promising approximation method, i.e.Born—Oppenheimer surface reliably were eliminated as pos-
“perturb_nbrit_OA,” has a time speedup, relative to the ex- sible approximation methods, although some were used as
act calculation, of a factor of ca. 70 for systems consisting otontrol calculations.
216 molecules of the Dang93 model or 550 molecules of the  When the dipoles are determined by iterating over the
Dang97 model. In this case, the CPU time increase for anolecules whose dipoles are likely to change significantly
polarizable calculation, relative to a nonpolarizable calcula{“nbrit _4A™), i.e., those on the moved molecule, on mol-
tion, is about an order of magnitude for the three-polarizableecules within 4 A of the moved molecule, and those mol-
site model and less than an order of magnitude for the onescules that cross the truncation cutoff, the rms difference is
polarizable-site model. larger than with a single iteration, and it is unclear whether
The approximation methods were designed to approxithe approximated dipoles stay near the Born—Oppenheimer
mate the exact solution. A necessary condition for this is thasurface for runs much longer than those presented. When this
the dipoles in an approximation method stay close to théteration is coupled with an initial perturbative modification
exact dipoles that represent the adiabatically separatedperturb_nbrit_4A” ), the rms difference is decreased and
Born—Oppenheimer surface. To examine this, a series ahe dipoles do stay near the Born—Oppenheimer surface. In
short calculations was performed using a variety of approxiaddition, when coupled with an initial perturbative modifica-
mation methods in which at each step the exact induced diion, the iteration over only the moved molecule, i.e.,
pole vector was also calculated. The sequence of states wagerturb_nbrit_0A,” leads to dipoles that stay near the
identical to the sequence obtained when the exact calculatiodBorn—Oppenheimer surface, although for clarity this is not
was not performed since the exactly calculated dipoles werpresented. These latter two methods have turned out to be the
stored separately. Figure 5 presents, as a function of stapost promising. When the iteration over the moved molecule
number along the calculation, the rms difference between thand its neighbors withi 4 A is followed by an iteration over
two vectors for representative calculations on Dang93. Simithe neighbors of each of those neighbors, the rms difference
lar results were obtained from calculations on the Dang97s reduced relative to iterations over only the moved mol-
model and are not presented. The results for the case wheeeule and its neighbors. Nevertheless, pure liquid calcula-
the dipoles were determined from a single full iteration aretions indicate that the accuracy of the calculated thermody-
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TABLE Ill. Thermodynamic properties calculated for the Danyg¥del at 25 °C and 1 atm.

Length of Energy

averagB (kcal/mo) Density (g/cnT) Dipole (D)
exact calculation 20 —10.10+-0.010 1.00%0.001 2.78
one full iterative cycle 20 —9.632+0.002 1.014:0.001 2.70
perturh_nbrit_4A 50 —9.771+0.004 0.992-0.001 2.73
perturh_nbrit_0A 50 —9.735-0.004 1.016:0.001 2.72
nbrit_4A 25 —9.450+0.005 0.962-0.001 2.69
nbrit_0A 15 —9.068+0.006 1.0670.001 2.63
perturbative 15 —9.823+0.006 1.076:0.001 2.74

aReference 2.
bMillions of MC steps.

namic properties is not improved enough to justify the  and molecules that crossed the cutoff after an initial per-
increased computational expert8&In addition, several val- turbative modification(“perturb_nbrit_4A" );
ues of the neighbor cutoff distance other than @ 4l were  (3) modify the dipoles on those molecules whose dipoles
examined. Above 4 A the calculations become too expensive were most likely to change significantly, i.e., the moved
because too many molecules are included in the iteration and molecule, molecules withi4 A of themoved molecule,
below 4 A a slight but systematic decrease in the quality of and molecules that crossed the cutoffbrit _4A”);
the results is seef?” (4) modify the dipoles on the moved molecule after an ini-
tial perturbative modification‘perturb_nbrit_0A");
(5) modify the dipoles on the moved molecule
(“nbrit _0OA™); or
(6) perform a perturbative modificatiaftperturb™).
In addition to Monte Carlo calculations for both the A. Calculations on the Dang97 model
Dang93 and Dang97 models in which the dipoles were de-"
termined exactly, calculations on both models were per- The results calculated for the energy, density, and total
formed in which the induced dipole vector was approximateddipole moment for 550 molecules of the Dang97 model are

VII. ANALYSIS OF THE THERMODYNAMIC AND
STRUCTURAL RESULTS FOR THE APPROXIMATIONS

in one of several ways. presented in Table Ill. Other thermodynamic quantities such
The approximation methods were to start with the dipoleas the isobaric heat capacity, the isothermal compressibility,
vector from the previous step and to: and the thermal expansivity were calculated but are not pre-

sented since they converge more slowlyigures 6 and 7

s o present the energy and density as a function of Markov chain
( S|n.gle_full_.|ter )i . length, in which the averages are taken in batches of 1 mil

(2) modify the .d|poles on thosg m_qleculeslwhose deOIeS1\/|C steps. The exact calculations appear to be sufficiently
were most likely to chqnge significanty, i.e., the mOVe‘jwell converged for reliable conclusions to be drawn. Per-
molecule, molecules withi4 A of themoved molecule, forming a single full iteration leads to an energy that is ca.

(1) perform a single full iterative cycle

-9.2 T : T x T T
Exact(fuli_it,10E-6) 1.05 ~ r T . T y r v
5—a perturb_nbrit_4A ! e Exact(full_it,10E-6)
. o—e perturb_nbrit_0A ! a—a perturb_nbrit_4A
_9.4 Ak Al == nbrit_4A 1 i o—— perturb_nbrit_0A
. PV ASVY L —— nbrit_0A | , --- nbrit_4A
PO A A A N A A R R N \ —-~ perturb 1.03 ——- nbrit_0A 4
. ) ¥ \ J ! et
3 ; ‘
E  -98 &
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5 -98 %
c
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=]
~10 } \ b
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Millions of MC steps
FIG. 6. Intermolecular energy for the Dang97 model at 25 °C and 1 atm for
several methods of approximating the induced dipoles. Note from Table IlIFIG. 7. Density for the Dang97 model at 25°C and 1 atm for several
that the results for “nbritOA” are too high to appear on the figure. See the methods of approximating the induced dipoles. See the beginning of Sec.
beginning of Sec. VII for a description of the approximation methods and aVII for a description of the approximation methods and a definition of the
definition of the corresponding labels. corresponding labels.
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FIG. 8. OO radial distribution function for the Dang97 model at 25 °C and FIG. 9. OH radial distribution function for the Dang97 model at 25 °C and
1 atm for several methods of approximating the induced dipoles. 1 atm for several methods of approximating the induced dipoles.

5% too high and a density that is ca. 1% too high. The mostPerturb_nbrit_4A” or “perturb _nbrit_OA,” the character-
promising rapid approximation methods are Istic hyd&?gen bonding pedk is present for all the
“perturb_nbrit_4A” and “perturb_nbrit_OA.” For the methods.

former, the density is fairly well reproduced, being ca. 1% .

too low, and the energy is almost as well reproduced, bein§- Calculations on the Dang93 model

ca. 3% too high. For the latter, results are almost identical;  The results calculated for energy, density, and total di-
the density is ca. 1% too high and the energy is 3% to 4% togole moment for 216 molecules of the Dang93 model using
high. These approximation methods are very rapid and leagarious approximation procedures are presented in Table IV.
to estimates for the energy and density that are more accuragggures 11 and 12 present the energy and density as a func-
than those achieved with a single full iteration in much lession of Markov chain length, in which the averages are taken
time. in batches of 1 mil MC steps.

As a control, the results are also presented for calcula-  Comparison of these figures with the corresponding fig-
tions in which the approximation involves only a perturba-ures for the Dang97 model indicates that the trends noted
tive modification or only a modification over the moved mol- above regarding the quality of various approximation meth-
ecule. The density for these two methods is ca. 7% greatejds are reproduced for the Dang93 model. The trends are
than the density for the exact solution. Interestingly, al-less dramatic since the three-polarizable-site model has more
though the density for these two methods is quite similar, thelexibility in its electronic degrees of freedom with which to
energies are very different. Modifying only the dipoles onabsorb environmental changes and since the individual ele-
the moved molecule leads to energies which are ca. 10% togents of the dipole vector are significantly smaller than with
high, while the perturbative method leads to energies whiclthe Dang97 model. The Dang97 model, with its larger di-
are only about 3% too high. Clearly, these two control methpoles and larger changes in dipoles from step to step, seems
ods are inferior to methods for which the dipoles stay near
the Born—Oppenheimer surface.

The approximation methods tend to smooth out peaks
and valleys in the radial distribution functiofRDFs9, al-
though the positions of the peaks and minima are not altered. 5|
This is most prominent in the OO RDF, presented in Fig. 8. perturb_nbrit_0A
The methods “perturbnbrit_4A” and “perturb_nbrit_0A” 4r
clearly yield a second peak in their OO RDF. For the latter, porturb._nbrit 44

this is reduced slightly more, relative to the exact calcula- &3} J\—/\//:
tions, than for the former. Both are superior to a single full S

iterative cycle, for which structure beyond the first peak o | Single ful fer.
is largely lost. Although less prominent, similar effects occur _/W—/—
in the OH and HH RDFs presented in Figs. 9 and 10. The 1L Exect
energy distributions and energy pair distributions are not /\/v
presented but indicate similar relative destructuring effects. 0 . . .

For example, there is a slight tendency towards a less 0 2 4 6
pronounced hydrogen bonding peak in the pair distributions rA)

among approximation me_thOd_5- Although this is MOT€R|G. 10. HH radial distribution function for the Dang97 model at 25 °C and
severe for a single full iterative cycle than for either 1 atm for several methods of approximating the induced dipoles.
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TABLE IV. Thermodynamic properties calculated for the Darfg8del at 303 K and 1 atm.

Length of Energy

averag® (kcal/mo)) Density (g/cnT) Dipole (D)
exact calculation 15 —10.82+0.02 1.125:0.003 2.68
one full iterative cycle 12 —10.44-0.01 1.105-0.001 2.65
perturh_nbrit_4A 50 —10.72-0.01 1.124-0.001 2.68
perturh_nbrit_0A 50 —10.54-0.01 1.13%0.001 2.67
nbrit_4A 25 —9.95+0.01 1.062-0.002 2.61
nbrit_0A 15 —9.91+0.01 1.156:0.001 2.59
perturbative 15 —10.75-0.01 1.1680.001 2.68

aReference 1.
bMillions of MC steps.

more amenable to the types of approximation methods exaear it, the error in the computed energy is 9% and the error
amined here. Definitive statements on precisely how far thén the density is 6%, although, as before, the sign of the
approximation methods are from the exact results are handensity error is opposite that of an iteration over only the
pered by the poor convergence of the exact results for thenoved molecule.
Dang93 model.

As.with. the Dang97 model, the most _promising rapid /11 DISCUSSION AND CONCLUSION
approximation methods are “perturhbrit_4A” and
“perturb_nbrit_0A.” The density for the former is well re- The importance of developing theoretically rigorous al-
produced and the energy is ca. 1% too h|gh Again, the regorithms for rapldly determining the variables that specify
sults for “perturh_nbrit_OA” are almost identical to those the electronic degrees of freedom and thus for rapidly calcu-
for “perturb_nbrit_4A.” The density is ca. 1% too high and lating properties of interest should be emphasizéd.hoc
the energy is ca. 3% too high. In addition, measures, while applicable to particular cases, will not be
“perturb_nbrit_OA” yields results that are similar to those generally applicable, and if there exists no method to system-
with a single full iteration at a time savings relatively more atically improve anad hocset of approximations, they will
significant than for the Dang97 model. Results presented fope limited to the particular cases for which they have been
the control calculations indicate that they are inferior, al-tested. Results presented, as well as other results not pre-
though not as relatively inferior as for the Dang97 model.sented, indicate that naly making an approximation less
The densities for the two methods “perturb” and drastic does not necessarily lead to improvement in the re-
“nbrit _OA” are ca. 4% too high. As with the Dang97 model, Production of thermodynamic and structural quantities.
although the densities for these two methods are quite simi- Several methods have been presented and characterized
lar, the energies are very different. Modifying only the di- to rapidly estimate the vector of induced dipoles in classical
poles on the moved molecule leads to energies that the agtatistical mechanical Monte Carlo calculations of polariz-
proximately 9% too high, while the perturbative method able models of liquid water. Although these models represent
leads to energies that are ca. 1% too high. If the iteration i§lectronic degrees of freedom with variable dipoles, the tech-
performed over the moved molecule and those moleculeBiques are not limited to systems that model the variable

1.2 T r T T T T
-9.5 -
N, /‘»‘\ N\ A
N —— Exact{full_it,10E-6) NS s RY
\/‘\ ~ —= perturb_nbrit_4A 115 1/ N N ))\\ oo
5, o—= perturb_nbrit_0A . e . A
A VoA {’\ ’,\ ~ --- nbrit_4A
Vi v ,‘L Ny oot SONA —— nbrit_0A
\ L \u u\\/'\ Nt Y1 — - - perturb
\ I\,: vl g \ , & 11} |
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FIG. 11. Intermolecular energy for the Dang93 model at 303 K and 1 atnFIG. 12. Density for the Dang93 model at 303 K and 1 atm for several
for several methods of approximating the induced dipoles. See the beginningethods of approximating the induced dipoles. See the beginning of Sec.
of Sec. VII for a description of the approximation methods and a definitionVIl for a description of the approximation methods and a definition of the
of the corresponding labels. corresponding labels.
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electronic degrees of freedom in this way. They are applithis after “tweaking” the values of the dipoles at all of the
cable, for example, to systems modeling polarization with aother sites with the perturbative modification leads to much
set of fluctuating charges, although the quality of the particubetter results with little additional computational cost. Sim-
lar approximations would have to be tested in these otheply modifying the dipoles on the moved molecule leads to
cases. These methods require that successive steps in theacceptable results, which is not surprising considering that
Monte Carlo calculation be generated in such a way that onlyio account is taken of the changes that are induced in the
O(N) elements of the polarization matrix change from stepdipoles at the other sites. When this is coupled with the
to step, e.g., by moving only a single molecule in a trial stepmethod that perturbatively takes into account the changes in

The most promising approximation method, consideringthe dipoles at the other sites, a rapid and accurate method is
both computational efficiency and the quality of reproductionachieved. This focusing of computational effort where major
of thermodynamic and structural properties of the liquid rela-changes are expected should be contrasted with a Jacobi it-
tive to the exact results, was labeled “perturibrit_0A” in erative procedure, which naaly improves every dipole
the text and figures. This method involves first performing arslightly and systematically.
initial perturbative modification of the dipoles from the pre-
vious step and then modifying just the dipoles on the move(qhCKNOWLEDGMENTS
molecule, both in accordance with the procedures describes
in Sec. V. Note that the method “perturhbrit_4A” per-
formed slightly better but was also slightly more computa-
tionally expensive.

For these methods, the calculated energy and density i
the N-P-T ensemble differed from the exact results by only a
few percent and the radial distribution functions showed mi-
nor deterioration. The results were in better agreement withPPENDIX A
the results of the exact calculations than were the results of  As mentioned in the text, there is substantial disagree-

calculations in which the induced dipoles were estimategnent between the values calculated for the Dang93 model
with a Single iterative CyCle, USing the d|p0|e vector from thEand the values origina”y reportédPlThiS disagreement ap-
previous step as an initial guess. The savings in CPU tim@ears to be due to the increased sensitivity of small polariz-
are nearly two orders of magnitude for the systems considaple systems to changes in such parameters as the number of
ered; the exact factor depends on the number of moleculegolecules and the intermolecular cutoff distance for the fol-
the number of polarizable sites per molecule, and on thgowing reason. The values originally reported for Dang97
frequency of volume moves. The importance of minimizingwater are reproduced reasonably well in Monte Carlo calcu-
the CPU time required for estimation of the electronic de-|ations with 550 molecules and have been reproduced with
grees of freedom in these polarizable calculations is particusystems of up to 2500 molecules in molecular dynamics
larly important in light of the longer equilibration period for calculationsi®® They are also reasonably well reproduced in
polarizable models relative to similar nonpolarizable modelsMonte Carlo calculations with 216 molecules if the cutoff
It is interesting to note that the calculated energies, dendistance is 8 A, but if the cutoff in Monte Carlo calculations
sities, radial, and energy distribution functions for with 216 molecules is set to 9 A, the density and magnitude
“perturb_nbrit_4A” and “perturb_nbrit_OA" are superior  of the energy increase so dramatically that the box fails to
to those from a single full iterative cycle. This is to be con-equilibrate before it shrinks to less than 18 A on a side,
trasted with results that indicate that the dipoles for the latteexactly as is seen with the Dang93 results presented in Sec.
method are closer to the exact dipoles in an rms sense. Thug. %4 |t should be emphasized that this density increase is
while being close to the exact dipoles is a necessary condirot due to an equilibrium fluctuation. A box of 216 mol-
tion for an acceptable approximation method, it does notcules at standard density is ca. 18.62 A on a side. To shrink
follow that methods that have dipoles that are closer to theo less than 18.0 A would require a density fluctuation and
exact dipoles will yield superior results for bulk computed thus an enthalpic cost much larger than the ca. 3% that is the
quantities. In particular, when a molecule moves, the dipolesnaximum observed in extremely long equilibrium rdfis.
near it will likely change significantly, and it is the values of Thus for polarizable models it appears to be important to
these changes that are the most important determinants ohoose a cutoff distance significantly less than one-half the
computed properties. The “drag” introduced by a failure to length of a side of the periodic cube. This sensitivity is to be
fully iterate the dipole to solution will be most severe for contrasted with nonpolarizable models, where the energy and
these dipoles. density exhibit a gradual dependence on the number of mol-
These methods are able to achieve estimates for the eecules and cutoff distance down to systems with fewer than
ergy and density that are comparable to or better than thoseE00 molecules and for cutoffs near half the box lem§tHf”
achieved with a single full iterative cycle since they focusFor example, analogous calculations on 216 molecules of the
their efforts on those elements of the dipole vector thaffIP5P model of watéf1% indicate that, while there are
change the most, while at the same time accounting for themall changes in the energy and density upon changing the
minor modification of the dipoles at every other site. While cutoff from 8 to 9 A, they are similar to the changes induced
simply modifying the dipoles on the moved molecules andupon changing the cutoff from 7 to 8 A. Of course, the cor-
its neighbors witti 4 A leads to acceptable results, doing rect solution for dealing with this situation is to have a suf-
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TABLE V. Relative timing results for several methdtls.

Model Dang93 Dang93 Dang97 Dang97 Dang97 Dang97
number of molecules 216 216 216 216 550 550
thousands of steps 1 10 1 10 1 10
no polarization 1.0 1.0 1.0 1.0 1.0 1.0
nbrit_4A 30 40 8.3 9.5 6.6 7.4
perturh_nbrit_0A 16 20 6.7 7.1 5.7 6.3
perturh_nbrit_4A 28 35 7.8 8.7 6.4 7.2
exact calculation 1100 1400 110 130 400 540

aSee Appendix B for discussion.

ficiently large box. To our knowledge, a systematic exami-mation method, i.e., “perturbnbrit_0A,” has a time
nation of this has not been performed for polarizable modelsspeedup, relative to the exact calculation, of a factor of ca. 70
whereas it has for nonpolarizable mod&<%’ It is unclear  for systems consisting of 216 molecules for the Dang93
from the present results whether a different treatment of thenodel or 550 molecules for the Dang97 model. The method
boundary conditions would help the situation for a box of“perturb_nbrit_4A” leads to slightly slower calculations,

216 polarizable molecules. but is also much faster than the exact calculations. In the
fastest approximate case, the CPU time increase for a polar-
APPENDIX B izable calculation, relative to a nonpolarizable calculation, is

a little more than an order of magnitude for the three-

As indicated in Sec. VI, the only approximation methodspo|arizable-site model and less than an order of magnitude
that are not too computationally expensive are those thapy the one-polarizable-site model.
involve an iteration over the moved molecule and its neigh-
bors and/or an initial perturbative modification. Representa- L. X. Dang and B. C. Garrett, J. Chem. Phg8, 2972(1993.
. . . . .2
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