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Overview Convergence of Martingale Sequences Computing the Limat Solution 1: Pitman-Yor Processes
In hierarchical models. we need a distribution over | | Consider the following sequences (thought of as *The .limiting variance of t.he fiistri.butions in a *Pitman-Yor processes have the following
the latent parameters at, each node parameters on a path down a hierarchy): martingale must be 0, which implies: consistency property: if Gi | Go ~ PYP(a,do,Go),
-Common solution: recursively draw from a Ons1 | 0 ~ DP(chy), Opsi1 | 0, ~ BP(chy,), 0 converges to a single atom (DP and PYP) and G2 | G1 ~ PYP(ad1,d1,G1), then G2 | Go ~ PYP
distribution such as a Dirichlet process, beta Ot | b ~ GammaP(ch,). On1 | b ~ PYP(cOn) *All masses converge to 0 or 1 (beta process) (ad1,dod1,Go).
process, Pitman-Yor process, etc. All have the property that E[On+1 | On] = On. 0 converges to 0 (gamma process) In general, Gn | Go~ PYP(qdl...dn,dg...dn,Go). If
*We show that for DP, BP, and GammaP, this won’t Called the martingale property DP, BP, and GammaP all involve draws from a Go(1p}) = &, then Gn({p}) 1s approximately
work for deep hierarchies *Philosophically desirable because it means that gamma random variable, so we w.ill necessarily e\ T
-But!...Pitman-Yor is okay information is preserved as we move down the run into the pathology dfescrlbed in Lemma 1! ( a0 ae)

hierarchy *See Example 3 for a martingale that can converge
Patholo gies of the Gamma Distribution | | *Theorem (Doob): All non-negative martingale to an arbitrary value 1n [0,1] (also used 1in Solution !
for Small Parameters sequences have a limit with probability 1. 2) 0ol

*For small settings of the parameters, samples from
a gamma distribution can end up very close to zero.

eLemma 1: If y ~ Gamma(cx,c), and cx < 1, then |
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Examples of Martingale Sequences
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" 20} ' L, _ 02} l{ _ Figure 3: The cdf of the mass placed on an atom of base mass 0.1,
0- I\ al “ for a draw from PYP(0.1,0.05).
. | ._ | | . | | | : ' ‘ Example 2: parameters of a hierarchical Example 3: a martingale given by . . .
Figure 1: The pdf (left) and cdf (right) of log(Y), where Y ~ Example 1: parameters of a hierarchical .
Gamma(0.2,1.0). Note the relatively large amount of Beta process. (Gamma process. On=0n/(0ntBn), where: SOIU’thn 2 Y Addlng Inertla
probability mass placed on values as small as exp(-20). On+1 | On~ Beta(500,,50(1-04)) Xn+1 | Xn~ Gamma(Xn, 1) gnﬂ \| (gn ~ gn--gamma?gn,g, eInstead of Xn+1 ~ Gamma(Can,Cn), have, C.g.,
. . n+1 n ~ PnTUdmmal Pn, 1 ).
*S0, we should avoid choosing such small This construction can be used to rectify dn = Gammg(cnxn,cn), and Xntl = (1-an)Xntands.
parameters. But for deep hierarchies, this turns the problems with HBPs and HDPs. Sti1ll a martingale, even for Dirichlet
out to be unavoidable! *Rate of decay controlled by the sequence an
Gamma, beta, and Dirichlet sequences all decay Proving That the Decay Rate 1s a Naive Solution: Mixing with Noise o poposedmoce
towards 0 or 1 at a rate governed by a tower of Tower of Exponentials *Break martingale property and take, e.g., On+1 ~ DP
- . AV P-VAY F-VAY YA . A2
exponentials: 1/e"(e(e"(e\(...)))). ‘Theorem: If xu+1 ~ Gamma(caxn.cs), where {cn} is (c[(1-€)0nt+ eno]), where o is some global base a
: : : bounded, then xx < (exp)M(1) with probability 1-¢, medsure: 0117
Why Call This Behavior Pathological? | | where k =bM and b depends only on &. *Issue: with N atoms, po places mass 1/N on some )
Practically: 1f the parameters converge extremely Note: (exp)M means exponentiation composed M at(/)lr\ln, so DP has at least one parameter as small as ¢ \
rapidly, then posterior inference 1s extremely times = o , 0097
sensitive to parameter values deep 1n the tree, *Proof sketch: xn+1 << xn with non-negligible *Even OTE tm‘,‘ble with infinitely many atoms 008l _
which are too small to represent accurately on a probability by Lemma 1, but the martingale property *Forgets information after 1/€ steps
compute.r togethe.r .w1th Markoy s inequality bounds the A | N T W Figure 2: The mass assigned to o7y
*The difterence between a parameter value ot 0, probability that xn+1 1S ever more than a constant -s | Wﬂ I'lli an atom for a hierarchical O
1(-1000000000 "and 10-19° matters significantly to the | | greater than X, | Dirichlet process with noise CoR BB e el
conditional distribution ot a parameter 3 levels up | | eSimilar convergence properties (tower of | g:;ig;; 'r?jlf rz)egl a;[i 0.1 and Figure 4: the mass of an atom on an inertia-added hierarchical Beta
Philosophically: as Bayesians, we would never exponentials) for Beta and Dirichlet. 1o a uniform distribution over process. Thé Sequenc%en Sis generated as:
report confidences as high as exp(exp(...(1))), so | 10 atoms. Sﬁﬂlgﬁeﬁﬂgﬁmiﬁ
ours models should not, either. T R = R R On+1=0n+1/(Otn+ 1+ B 1)




