Theoretical Statistics. Lecture 7.
Peter Bartlett

1. Projections.
2. Conditional expectations as projections.

3. Hajek projections.

4. Asymptotic normality of U-statistics. Examples.




Review. U -statistics'

Definition: A U-statistic of order r with kernel h is

U: % Z h(Xz'l,...,Xz'r),
(") &

whereh is symmetric in its arguments.




\ Review. Variance of U-statistics

where|S N S| =¢

Soif(; # 0, the first term dominates:

nVar(U) —

nri(n —r)lr(n —r)! 5
Wl —Din—a2r 1% o




Review. Asymptotic distribution of U-statistics'

Theorem:

X, ~ X andd(X,,Y,) 5 0 =Y, ~ X.




Review. Projection Theoreﬂ

Consider a random variable and a linear spacg of random variables,
with ES? < oo forall S € S andET? < oo. A projection S of T onS is a
minimizer overS of E(T — S)2.

Theorem: S is aprojection of T on S iff S € S and, for allS € S, the
errorT — S is orthogonal taS, that is,

E(T — 5)S = 0.

If S; andS; are projections of’ ontoS, thenS; = 95 a.s.




Review. Projections and Asymptoticj

ConsidersS,, a sequence of linear spaces of random variables that contai
the constants and that have finite second moments.

Theorem: ForT,, with projectionsS,, onS,,,

Var(T,) | N
Var(S,,) Var(T},) var(3,,)

T. —-ET, S,—ES, B




‘ Linear Spaceﬂ

What linear spaces should we project onto? We need a ricle spiace we
have to lose nothing asymptotically when we project.

We’'ll consider the space of functions of a single randomalaa. Then
projection corresponds to computing conditional expemat

Just aE X = argminger E(X — a)?,

E[X|Y] = arg min E(X — g(Y))*.
g R—R

This is the projection o onto the linear spac& of measurable functions
of Y.




Conditional Expectations as Projectionj

The projection theorem says: for all measuraple

E(X — E[X|Y])g(Y) = 0.

Properties oE[ X |Y]:

EX = EE[X|Y] (considerg = 1).

For a joint densityf (z, y),

E[X|Y] = /f

For independenX, Y, E(X — EX)g(Y) =0, s0E[X|Y]| = EX.




Conditional Expectations as Projectioni

Properties oE[ X |Y]:

E[f(Y)X]Y] = f(Y)E[X]Y].

(Because

E[fY)X - f(Y)E[X[Y]g(Y) = E[X - E[X|Y]f(Y)g(Y) =0.)
EE( XY, Z]|Y] = E[X|Y].

(Becaus&E(E[X|Y, Z] — E[X|Y])g(Y) =

EEg(Y)X|Y, Z] - Elg(Y)X]Y]) =0.)




‘ Hajek Projection I

Definition: For independent random vectaks, ..., X,,, theHajek pro-
jection of a random variable is its projection onto the set of sums

ZQi(XvL)

of measurable functions satisfyiiy; (X;)? < oc.
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‘ Hajek Projection I

Theorem:

Lo(P)is

[Hajek projection principle:] The &jek projection ofl’ €
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Hajek Projection Principle: Proof I

From the projection theorem, we need to check fhat S is orthogonal to
eachg;(X;). It suffices ifE [T X;] = E [S\XZ} :

E <T - S) 9:(X;) = E (E [T - §|Xz} gi(Xz')> :

j=1

= BITIX,] + Y BEITIX,)IX,] — (0~ BT
J7F1
= E[T|X;],

because th&; are independent, b — S is orthogonal taS.
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Asymptotic Normality of U-Statistics I

Theorem: If Eh? < oo, definel as the Hijek projection of/ — 6. Then

V(U —0-0U)50,  hence,
V(U —0) ~ N(0,7%¢), where
¢1 = Ehi(Xy).
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‘Asymptotic Normality of U-Statistics: Proof I

1
U=—x > h(Xj,....X;).
() jcp

Recall:

By the Hajek projection principle, the projection bf — 6 is

U = zn:E[U — 0|X;]

1=1

"1
i=1 <7“) 7C[n]

hi(X;) ifiej,

E[h(X,
’ 0 otherwise.

7Xj7") o

19 °
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‘Asymptotic Normality of U-Statistics: Proof I

For eachX;, there arg”~ ;) of the (") subsets that contain Thus,

— nl(r —1l(n—r)
To see that/ has the same asymptotics@snotice thafEU = 0 and so its
variance is asymptotically the same as that/of

2 2
varU = —ER2(X,) = —E(E[R(X])|X,1] — )
mn mn

— ﬁVar(E[h(Xf)\Xl]) = %Cl

n
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‘Asymptotic Normality of U-Statistics: Proof I

CLT (and finiteness of VAE/)) implies/nU ~ N(0,72(;).
Also [recall thatnVarU — r2¢4], VarU /VarU — 1, so

U—-06 B U £
vvarll)  ar(0)
which implies\/n(U — 8 — U) - 0, and hence

\/ﬁ(U — 9) ~ N(O, T2C1).
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Asymptotic Normality of U-Statistics: Examples'

Estimator of varianceh (X, X3) = (1/2)(X1 — X2)%:
1

Cl — 1(“4 _ 04)7

whereuy, = E((X; — u)?)) is the 4th central moment. So
nVar(U) — pug — o, hence
V(U = 0%) ~ N(0, pg — o).
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Asymptotic Normality of U-Statistics: Examples.

Recall Kendall'sr: For a random paiP; = (X1, Y1), P, = (X3, Ys3) of
points in the plane, iX, Y areindependent and continuous [recall: P; P IS
the line fromP; to Ps]

h(Py, Py) = (1[P, P> has positive sloge- 1[P, P, has negative slopg,

Er =0,
Cl COV( (Pl,PQ),h(Pl,Pg))
1
=5
Thusy/nU ~~ N(0,4/9). And this gives a test for independenceXfand

Y:
Pr(vIn/4|1| > 24/2) — .
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Asymptotic Normality of U-Statistics: Examples'

Recall Wilcoxon’s one sample rank statistic:

1=1
ZhQ (Xi, X;) + — Zhl

1<J

2 (X, X;) () X + X; > 0],

1[X; > 0].

whereR; is the rank (position whepX;|, ..., | X, | are arranged in
ascending order). It's used to test if the distribution is)gyetric about zero.
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Asymptotic Normality of U-Statistics: Examples.

It's a sum of U-statistics. The first sum dominates the asptigd. So
consider

U:%Z(Z)HXH—XJ- > 0].

2/ 1<y

The Hajek projection oV — 0 is

.2
Ugg
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Eh(ﬂ? XQ) — Eh(Xl XQ)

(

(P(z+ X2 > 0) — P(X1 + X5 > 0))

)
——(5) @ (~X1).
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Asymptotic Normality of U-Statistics: Examples.

For F' symmetric about O,F'(x) =1 — F'(—xz)), we have

U = —2@) z": (F(=X;) —EF(-X;))

n

(F(X:) —EF(X;)).

1=1

But F'(X;) is always uniform ono0, 1|, and scEF'(X;) = 1/2 and
VarF'(X;) = 1/12. Thus,

Var(U') =
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Asymptotic Normality of U-Statistics: Examples'

Thus, for symmetric distributions,
n=3/? <T+ - (;)> ~ N(0,1/12).

So we have a test for symmetry:

Pr <\/ﬁn3/2 T+ — %
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