Theoretical Statistics. Lecture 21.
Peter Bartlett

1. Motivation: Asymptotics of tests

2. Recall: Contiguity

3. Le Cam’s lemmas. [vdV6]




‘ Motivating example: asymptotic testing'

Consider the asymptotics of a test. We have
A parametric modeF; for 6 € ©.
A null hypothesig) = 6,.
An alternative hypothesis = 6, + h.

Test: compute the log likelihood ratio,

dPQo—Hl
= log H 0Py (X

and reject the null hypothesis if it is sufficiently large.




Asymptotic testing'

For a fixed alternative, this typically has trivial asymjptet For example,
suppose’) = N(f,c?). Then

dP@o—HL
= log H dPgO




Asymptotic testing'

Under the null hypothesisy ~ N(6y,c2/n), so the log likelihood ratio is

9 2
AQBAT(—nh nh:>.

2027 o2

[Notice that the mean is half the negative variance!]

Clearly (consider, for example, Chebyshev’s inequality) a fixedh # 0,

we havex 5 —oo (that is, for alle, Pr(\ < ¢) — 1). So the asymptotics
are rather trivial: asymptotically, we do not reject thel inyjpothesis.




Asymptotic testing'

Consider instead a shrinking alternative: Replas@th h,, — 0. Then

dP@o—HL
= log H 0Py,

So fory/nh, — h # 0, its parameters approachh?/(202), h?/c?).

And providedh?/(20%) > h/o (thatis,h/(20) > 1, or
h,/(20) > n~1/2), we do not reject the null hypothesis.




Asymptotic testing'

These asymptotics are typical. Another example: The expaidamily
with sufficient statistid” has densityy(z) = exp (T'(x)0 — A(0)). We
have




Asymptotic testing'

Soif h,, = h/y/n, andT'(X;) has finite variance, then we have

~ Py, T(X) — o A" (60) + o{1)

B h2 var(T(X1))
2

,h? Var(T(Xl))) .




‘Contiguity I

For these examples, the distributions are absolutely mootis wrt each
other. In general, we need to make sure thalike#hood ratios

dQn
dp,

make sense (at least asymptotically). We need an analoggogéotic
condition to absolute continuity{(A) = 0 only if Q(A) = 0): contiguity.




‘ Recall: Absolute Continuity'

Definition:

1. Q < P (*(Q isabsolutely continuouswrt P") meansv A,

P(A)=0= Q(A) =0.

2. P 1 Q (“P and(Q areorthogonal’) means3{1p, (2q,




‘ Recall: Absolute Continuity'

Suppose thaP and() have densitiep andq wrt some measurg. Define

QA)=QANn{p>0}), Q (A)=QAN{p=0}).

Lemma;

1. Q = Q%+ Q-+, with Q¢ < PandQ+P (Lebesgue decompositio

2. QG(A):/A%dP (:/Aj—gd]?).

3. QKPP & Q=0Q < Qp=0)=0 < /]%dP:L

If Q < PthenQf(X)=P (f(X)j—g)
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‘Contiguity I

Definition: @, < P, (“Q., 1s contiguous wriP,,”) means\YA,,,

P.(An) - 0= Q,(A,) — 0.
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Contiguity: Examples'

Example:

1. P, = N(0,1), Q, = N(ptn,, 0?) with o* > 0 andp,, — p € R.
Then(@,, < P, andP,, < (@Q,,.

. P, = N(0,1),Q, = N(pt,, o) with % > 0 andp,, — 0.
ThenA,, = [p,, un + 1] shows that we do not havg,, < P,.
(But notice that we hav§),, < P, for all n.)

. P, is uniform on|0, 1], Q,, is uniform on[6Y, 611, 69 < 61, 6° — 0,
0l — 1.
ThenP,, <@, and@,, < P,,.
(But notice that we have neithét, < ),, nor@,, < P,,.)
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‘Contiguity I

Lemma: [Le Cam’s first lemma] The following are equivalent:

. Q< Py,

dP, Q.
90 RN along a subsequenee= P(U > 0) = 1.

. 2%” 3V along a subsequenees EV = 1.
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‘Contiguity I

are non-negative and

dQn

. dP,
Notice that

dQy," dP,

dd), dP,
Q <1 EQn <1

dQn —

So the likelihood ratios are uniformly tight, and therefbeae a weakly
converging subsequence (Prohorov’s theorem). Le Camisddimana shows
that the limits characterize contiguity. These charazétions are
analogous to the characterizations we saw for absolutencmiyt

E
Pogp =
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‘Aside: Recall normal asymptotic testing

For Py = N(6,0%),

dP,
= log H Oo +hn

APy, (X

nh,, nh2
= ()( 0y) — ——

o2 202
Q%N,__nhijnh% |
202 o2

And for \/nh,, — h # 0, its parameters approach-h?/(202), h*/c?).
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‘Contiguity I

Here is an important exampleocal asymptotic normality: log likelinood
ratio of local alternative to true parameter is asymptdiiazormal.

Example: Suppose

log

dP’I’L Qn 2
~ N .
0, (p,0%)

%3 U impliesU = exp(N(u,0?)) > 0, so part (2) of the

lemma shows tha®),, < P,,.
Conversely, part (3) of the lemma shows thd, < @,

E exp(N (i, 0%)) = 1.

Iff
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‘Contiguity I

Example: (Continued)
This is true iff

x_“>2> d

1 (
1_ -
> 2/exp<a} 902

(z - (u+02))2) dr exp ((u+02)2 —u2> |

202

1
- vV 2mo? /exp ( 202

which is equivalent tg, = —o? /2.
(Alternatively, Eexp(Z) = Mz(1) for Z ~ N(u,c?). And Myz(t)
exp(ut + 0%t/2),s0Mz(1) = 1 for uy = —0?%/2.)
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‘Contiguity I

Example: (Continued)
That is, for

P, <Q, iff n=—02/2.

log

dP’I’L Qn

~

dQn

N (p,0?),
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Contiguity and change of measurﬂ

Recall that, if() < P then we can write thé)-law of X in terms of the
P-law of the pair( X, dQ/dP).

Le Cam’s third lemma shows an asymptotic version:

If Q,, Is contiguous wrtP,,, then we can write the limit of th@,,-law of a
weakly converging random variablé,, in terms of the limit of theP,,-law
of the pair(X,,,dQ,/dP,).

19



Contiguity and change of measurﬂ

Theorem: [Le Cam’s third lemma] If ),, < P,, and

(Xn, %) By (X, V),

dP,
then we can writeX,, L where the distributiod satisfies

L(X < A) =E [I[X < A]V] — [4 R’UdPX’V(Q?,’U).
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Contiguity and change of measurﬂ

Corollary: Suppose, foiX,, € R,

dQr,
(Xn,log d?) ) N

Think of X,, as some test statistic, which approaches a normal uRder
Think of (),, as an alternative distribution, for which the asymptotic
distribution of the log likelihood ratio is normal, witlh = —o? /2. Under
the alternative distributio®,,, the asymptotic distribution of the statistic
X,, also approaches a normal, but with the variance shifted é\irthting
covariance betweel,, andlog(dQ, /dP, ) underp,,.
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Contiguity and change of measure: Prool

Let (X, Z) have the limiting distribution, so

(Xn, log 3?3”) (X, 7).

dQn \ P,
(Xn7 E) 7 <X7 eXp<Z)>

Becaus¢Z ~ N(—0?/2,0%), Q, < P,. By Le Cam’s lemmax,, W,
where [ f(z)L(dz) = Ef(X) exp(Z).
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Contiguity and change of measure: Prool

Thus, the characteristic function ofis

o1 (t) = Eexp(it' X + Z)

o

But the normal distribution of X, Z) implies its characteristic function is

()5 o))
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Contiguity and change of measure: Prool

Substituting gives

¢r(t) = exp (z’tT(u +7) — %tTEt) ,

which implies thatl is N (u + 7, %).
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