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Heart had been long regarded as the source of life because of its importance in maintaining life activities. Even in the ancient Egypt religion, there had been a jackal-headed god called Anubis who determines the worth of human by weighting his heart. As indicated by its importance, when medical knowledge improved, human began to investigate heart for the severity of cardiovascular disease. Such incessant exploration brought two master piece in 1890s: the first one  called The Physical  Signs of Cardiac Disease by Graham Steell, M.D. Edin, in which symptom and pathological report  provides measures to diagnose cardiovascular diseases; the second one named as Cardiac Outlines by Willian Ewart, with 62 illustrations to provide basic structure and function method of heart. However, both books could reason the cause for cardiovascular disease and as a matter of fact, the cause for cardiovascular is still in debate now. 


This paper is dedicated to find the correlation between cardiovascular diseases and some suspected factors contributed to cardiovascular diseases. Rather than determining the actual reasons and how the factors causes cardiovascular diseases, my ultimate goal is to develop model to predict cardiovascular disease.
2
TABLE OF CONTENTS
Introduction and Background.............................................................................................................4

Materials and Method.........................................................................................................................5

Linear Regression Analysis...............................................................................................................11

Classification Analysis......................................................................................................................21

Conclusion and Extensions...............................................................................................................26

Bibliography......................................................................................................................................27

3
1    Introduction & Background


In 19th century, cardiovascular disease is still considered as incurable even though he pathology had been established.   The reason was the invisible enemy, bacteria. In order to cure the patient, operation must be performed to cut off cytopathic parts; however, most people did not endure the operation. It was only after the invention of penicillin that people realized the reason behind all those death was infection by bacteria and decreased the death rate tremendously by applying antibiotics. However, cardiovascular disease can lead to other disease and the operation is still expensive to most moderate class family. Thus, cardiovascular disease is dreadful even it can be cured. One relieving aspect is that, cardiovascular disease can be prevent if find early. Compared to the huge amount of money and precious time involved, a visit to clinic for every six months takes much less time and money. Such simple math seems to be more complicated just like insurance.  Insurance spreads misfortune among all those purchasing the insurance. Most people purchase insurance because they never know if misfortune would befall on themselves. Despite such logic, large amount of people do not purchase insurance thinking they would never be involved, which is proved wrong by many incidences. In the case of cardiovascular disease, similarly, those who do not wish to go to clinic for prevention hold the assumption that they would never caught one. Thus, the possibility to predict cardiovascular disease motivated me toward this project so that those might have cardiovascular disease can visit clinic more often, and those have lower possibility can have less visit. 
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2    Materials and Method

If intention is to analyze and predict the cardiovascular disease, to improve the precision of prediction, then large number of material will be needed to train the model. On the one hand, more factors are need since the purpose is to predict, and intuitively, with more variable, the prediction would perform better. On the other hand, more observations also help the performance of model. To sum up, the best data would have as many observations as possible and as many variable as possible.


The negative relationship between number of observations and number of variables restricts the possible dataset. The variables are the potential contributor to cardiovascular disease, since the disease is personal, thus most variables is considered to related to privacy.  Since for analysis, every individual considered must holds information for all variables, thus it is hard to obtain much observations. For instance, in the linear regression analysis, the formula of predicted value versus all predictors is applied to all data. Even with just one missed value, linear regressive analysis will not be functional. Thus, when new variable is added, the data set shrinks for the missing value of mismatched observations even if the size of new variable is three times more than the current dataset. Less variable indicates more observations, which affect the precision in the opposite way. From the negative relationship between number of observations and number of variables, I conclude that the ideal dataset must be the compromise between two. To achieve the balance between number of variables and number of observations, I DECIDED TO INCLUDE MINIMUM RELATED VARIBALES.


Before considering the selection of variable, I have to mention the source I used. I used the database from National Health and Nutrition Examination Survey, abbreviated as NHANES.
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 Such choice is inevitable and ideal. Although it is possible to find dataset for only one or couple of variables with much more number of entry, the entity carries each number would most likely to be different. If not able to combine the characteristic under same person, any large number of entries would be meaningless. Then what is left is to find a database where the most variable information and observations are both present. If hundreds of thousands people would be investigated, and the information needed is to personal level, which would not disclose publicly if otherwise, then only national organization can accomplish. In fact, the NHANES survey provide a advantage that the survey examines a nationally representative sample of about 5,000 persons each year, who are located in counties across the country. Such selection provide efficiency in both data training and data prediction. At first, the applicants are selected by complex survey method, not only states are represented according to its population, genders are roughly proportional as the national ratio, but also the race representation. Thus, the data can be representative of whole nation despite the scale difference, and with representative date, linear regression can perform better when applied to general setting. Furthermore, applicants were controlled such that only about 15 people would be revisit for the survey, which means minimal overlap, so that the comparison between prediction and actual value reflect the performance of model more accurately. Thus, NHANES data is the best available for the purpose, if more annual dataset accessible online.


 With NHANES dataset from 1999 to 2011, data collection, data cleaning and variable selection are all proved to be harder than expected. The first obstacle in the data collection was the huge amount, NHANES separated each part of data with topic and year, thus to combine all the data into one data frame, I wrote a program to download all data with relevant name use curl and grep function. However, the data file is coded in SAS environment. Although coerce to text file is possible, to ensure no loss or misinterpretation of date, I used SASxport packages. In the variable choice part, I decided to use largely suspected factors:
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· Age

· age profile is under sector called demographic variables and sample weights, available in the form of age in months, provided only for who were less than 85 years of ages.

· Gender

· gender profile is under sector called demographic variables and sample weights, available in the class value of “1”and ”2”, where 1 represents male and 2 represents female.

· Tobacco

· smoking behavior profile is available under sector cigarette/tobacco use-Adult. Although only people over age 18 will answer this question, which means that the missing value would shrink the number of final observations after combined, smoking behavior is suspected to be highly related to the cardiovascular disease. Answers to the question if you has smoked at least 100 cigarettes in life are divided into two groups: “1” meaning yes and “2” meaning no.

· Physical inactivity

· physical inactivity is calculated from column indicating average level of physical activity each day, in levels of 1 to 4. In order to facilitate the analysis, I classified 1 to 3 as 1 for enough physical activity and 4 as 2 for insufficient exercise.

· Diet

· Although diet has influence on cardiovascular disease, I cannot contribute effect to each food. In the dietary data available, individual food intake and nutrition intake is provided with missing rate(ratio of missing value over the total number of observations) larger than 40%. Considering that if including all kinds of food and nutrition, the combined
7
 dataset would have few observation and concerning the biases if include partial food and nutrition whose relationship with cardiovascular disease I don not know, I choose to exclude this factor.

· Air pollution

· I give up this factor since NHANES did not provide information on the location of applicants. 

· LDL and CDL

· Neither LDL nor CDL is available in NHANES survey. Although the closest neighbor HDL cholesterol data is available, only data after 2005 is accessible which forces me to drop this factor.

· Race

· race profile is under sector called demographic variables and sample weights, available in the form of numeric value from  1 to 5, which represents Mexican American, Other Hispanic, Non-Hispanic White, Non-Hispanic Black, Other Race respectively.

· Obesity

· there exist no direct profile indicating obesity level, so I used body mass index (BMI) to measure the obesity level. In the body measure sectors, both standing height in cm and body weight in kg is available. After scale standing height in meters, I used the following function to calculate BMI:
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· Alcohol
8
· alcohol use profile is located under Alcohol Use sector, available in “1” and “2” where “1” means the applicant had at least 12 alcohol drinks per year, where “2” means the opposite for the same question.

· Dental Health 

· Dental health is not available in NHANES survey. Even the frequency of going to dental had been asked, the insufficient level of answer make the presence of this variable in final dataset to costly.

· Diabetes

· diabetes profile is located under Diabetes sector, available in “1”, “2” and “3”, where “1” means the applicant have diabetes, “2” means the applicant does not have diabetes, and “3” means the applicant is on the borderline of having diabetes, which I included in group “1” for the simplicity of dataset.

· etc.
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As we can see that the the slop between two points (the ratio of people with cardiovascular disease) is much higher compared to the slope of rest years.

For analysis, I plan to utilize two methods:

· Linear regression analysis

· linear regression model

· Classification analysis

· logit model

· linear discriminant model

· quadratic discriminant model

· K-Nearest Neighbors model
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3    Linear Regression Analysis

Using linear regression analysis, since the variable indicating cardiovascular disease also represents itself with two numeric value, and in addition to that most predictors are also in the form of logical values, I think it is reasonable to apply a linear regression model, in which variables are weighted to predict the value of the cardiovascular disease indicator.


First, one reason for choosing linear regression analysis is that I cannot make it nonlinear model with division of two variables or some sort. Although R has package conducting non-linear regression fitting, such package requires model to be specified first. For that reason, non-linear model is not considered as there is no reason to check model constructed by correlation pairs of ten more variables.


Some questions need to be answered for the purpose of  model choosing:

1. Is linear transformation needed?

2. How many predictors used for the linear regression model?

3. Should the intercept be included?


Take the survey from 1999 to 2000 for example:


At first I found that the scale of some variables is different from the others. The variable BMI used for obesity and the variable age measured in months are both continuous variables while other variables represent themselves by logical value. Thus, I would like to test if scaling would help the model. In order to test that, I used four models to check, using the data from 1999.
11

Before that the third question must be answered first that if the interception is needed in the model. To answer this question, I simply have two linear regression models with everything else same but the inclusion of interception, and the criteria will be based on the 
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: larger the value, better the model.


Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 + RIAGENDR + RIDAGEMN + RIDRETH1 + PEASCTM1, data = cd99x1)
Residuals:

Shortness of breath on stairs/inclines 
   Min     1Q Median     3Q    Max 

0.1321 0.3449 0.2416 0.3255 7.2828 
Coefficients:
              Estimate Std. Error t value Pr(>|t|)    

(Intercept)  2.366e+00  1.440e-01  16.433  < 2e-16 ***

BMI         -1.200e-02  2.022e-03  -5.935 3.35e-09 ***

PAD020      -1.750e-02  2.883e-02  -0.607 0.543819    

SMQ020       9.451e-02  2.553e-02   3.702 0.000219 ***

OHQ010      -5.814e-02  1.225e-02  -4.745 2.20e-06 ***

DIQ010       6.239e-02  3.341e-02   1.867 0.061964 .  

ALQ100       7.468e-03  2.751e-02   0.271 0.786079    

RIAGENDR    -1.152e-01  2.574e-02  -4.477 7.90e-06 ***

RIDAGEMN    -2.382e-04  8.410e-05  -2.833 0.004649 ** 

RIDRETH1    -1.128e-02  1.053e-02  -1.071 0.284121    

PEASCTM1    -7.571e-05  6.544e-05  -1.157 0.247368    

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.5977 on 2522 degrees of freedom

Multiple R-squared:  0.04587,   Adjusted R-squared:  0.04208 

F-statistic: 12.12 on 10 and 2522 DF,  p-value: < 2.2e-16

Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 + RIAGENDR + RIDAGEMN + RIDRETH1 + PEASCTM1 - 1, data = cd99x1)
Residuals:

Shortness of breath on stairs/inclines 
    Min      1Q  Median      3Q     Max 

-1.0203 -0.7667  0.6742  0.4725  7.1280 
Coefficients:
           Estimate Std. Error t value Pr(>|t|)    

BMI       1.925e-03  1.931e-03   0.997  0.31892    

PAD020    1.480e-01  2.842e-02   5.206 2.09e-07 ***

SMQ020    1.663e-01  2.646e-02   6.285 3.85e-10 ***
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OHQ010   -5.654e-03  1.244e-02  -0.454  0.64961    

DIQ010    3.823e-01  2.856e-02  13.383  < 2e-16 ***

ALQ100    3.155e-02  2.890e-02   1.092  0.27505    

RIAGENDR -6.345e-02  2.687e-02  -2.361  0.01828 *  

RIDAGEMN  3.919e-04  7.874e-05   4.977 6.89e-07 ***

RIDRETH1  2.890e-02  1.078e-02   2.682  0.00737 ** 

PEASCTM1  1.310e-04  6.755e-05   1.939  0.05261 .  

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.6288 on 2523 degrees of freedom

Multiple R-squared:  0.8766,    Adjusted R-squared:  0.8761 
F-statistic:  1792 on 10 and 2523 DF,  p-value: < 2.2e-16

From the above two summaries of models, it is clear that the model without interception shows a fundamental improvement in 
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value, from 0.04208 to 0.8761. Thus, the answer to the third question is that interception should not be included in the model. Such result is intuitive reasonable since the predicted value is “1” and “2”, with predictors of various sizes and classifications, with a interception, the weights added for variable will indicate smaller change contributed to the predicted value per unit change in predictor value, which means less influence from predictors and might causes model perform worse.


With interception excluded, I transformed data twice:


At first I multiplied cardiovascular disease variable by one thousand to make the age in month variable and BMI variable at lease no bigger than cardiovascular disease variable value. The resulting model has the following statistics:

Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 + RIAGENDR + RIDAGEMN + RIDRETH1 + PEASCTM1 - 1, data = cd99test1)
Residuals:

Shortness of breath on stairs/inclines 
    Min      1Q  Median      3Q     Max 

-1040.4  -551.7   203.1   363.2  7688.5 
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Coefficients:
          Estimate Std. Error t value Pr(>|t|)    

BMI        1.92527    1.93129   0.997  0.31892    

PAD020   147.95165   28.42113   5.206 2.09e-07 ***

SMQ020   166.32053   26.46357   6.285 3.85e-10 ***

OHQ010    -5.65432   12.44474  -0.454  0.64961    

DIQ010   382.26739   28.56336  13.383  < 2e-16 ***

ALQ100    31.55305   28.90172   1.092  0.27505    

RIAGENDR -63.44781   26.86929  -2.361  0.01828 *  

RIDAGEMN   0.39189    0.07874   4.977 6.89e-07 ***

RIDRETH1  28.89979   10.77582   2.682  0.00737 ** 

PEASCTM1   0.13099    0.06755   1.939  0.05261 .  

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 628.8 on 2523 degrees of freedom

Multiple R-squared:  0.8766,    Adjusted R-squared:  0.8761 
F-statistic:  1792 on 10 and 2523 DF,  p-value: < 2.2e-16


[image: image4.emf]R
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value does not change, the only change happens at the coefficients for each variables. In the other model, I tried to achieve the balance of variables by scale all variables in two digits, which result in the following statistics:
Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 + RIAGENDR + RIDAGEMN + RIDRETH1 + PEASCTM1 - 1, data = cd99test2)
Residuals:

Shortness of breath on stairs/inclines 
    Min      1Q  Median      3Q     Max 

-10.203  -5.859   2.537   3.403  76.885 
Coefficients:
          Estimate Std. Error t value Pr(>|t|)    

BMI       0.019253   0.019313   0.997  0.31892    

PAD020    0.147952   0.028421   5.206 2.09e-07 ***

SMQ020    0.166321   0.026464   6.285 3.85e-10 ***

OHQ010   -0.005654   0.012445  -0.454  0.64961    

DIQ010    0.382267   0.028563  13.383  < 2e-16 ***

ALQ100    0.031553   0.028902   1.092  0.27505    

RIAGENDR -0.063448   0.026869  -2.361  0.01828 *  

RIDAGEMN  0.078378   0.015747   4.977 6.89e-07 ***

RIDRETH1  0.028900   0.010776   2.682  0.00737 ** 

PEASCTM1  0.026198   0.013511   1.939  0.05261 .  

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 6.288 on 2523 degrees of freedom

Multiple R-squared:  0.8766,    Adjusted R-squared:  0.8761 
F-statistic:  1792 on 10 and 2523 DF,  p-value: < 2.2e-16
14

Just like the previous model, 
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value also does not change, and the only change happens at the scale of fitted model coefficients, which are re-scaled in the same way as the data is.


Thus, there is no need to scale the data as the resulting model performance stay the same. Scaling the data only result in the same scaling in the model coefficients.


To answer the third question, without loss of generality, I developed another two model with two and six variable involved in prediction. The statistics of two models are shown as follows:
Call:

lm(formula = CDQ001 ~ BMI + PAD020, data = cd99x1)
Residuals:

Shortness of breath on stairs/inclines 
   Min     1Q Median     3Q    Max 

0.2733 0.3175 0.2592 0.2346 7.2876 
Coefficients:
             Estimate Std. Error t value Pr(>|t|)    

(Intercept)  2.098671   0.076610  27.394  < 2e-16 ***

BMI         -0.013378   0.001968  -6.797 1.33e-11 ***

PAD020      -0.019389   0.029112  -0.666    0.505    

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.6054 on 2530 degrees of freedom

Multiple R-squared:  0.01823,   Adjusted R-squared:  0.01745 

F-statistic: 23.48 on 2 and 2530 DF,  p-value: 7.849e-11
Call:

lm(formula = CDQ001 ~ BMI + PAD020 - 1, data = cd99x1)
Residuals:

Shortness of breath on stairs/inclines 
    Min      1Q  Median      3Q     Max 

-1.1157  0.2250  0.2680 -0.7409  7.3355 
Coefficients:
       Estimate Std. Error t value Pr(>|t|)    

BMI    0.025413   0.001556   16.33   <2e-16 ***

PAD020 0.502237   0.025070   20.03   <2e-16 ***

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.6892 on 2531 degrees of freedom
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Multiple R-squared:  0.8512,    Adjusted R-squared:  0.8511 

F-statistic:  7242 on 2 and 2531 DF,  p-value: < 2.2e-16
Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 - 1, data = cd99x1)
Residuals:

Shortness of breath on stairs/inclines 
    Min      1Q  Median      3Q     Max 

-1.0530 -0.9753  0.7447 -0.6615  7.1175 
Coefficients:
       Estimate Std. Error t value Pr(>|t|)    

BMI    0.005359   0.001796   2.983  0.00288 ** 

PAD020 0.193331   0.027861   6.939 4.99e-12 ***

SMQ020 0.168807   0.026017   6.488 1.04e-10 ***

OHQ010 0.003799   0.012374   0.307  0.75885    

DIQ010 0.445341   0.026726  16.663  < 2e-16 ***

ALQ100 0.060372   0.027279   2.213  0.02698 *  

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.6357 on 2527 degrees of freedom

Multiple R-squared:  0.8737,    Adjusted R-squared:  0.8734 

F-statistic:  2912 on 6 and 2527 DF,  p-value: < 2.2e-16

It can be seen that both model have 
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value less than that of the model including all predictors, which is intuitively since with more predictor more situation can be encountered and thus improve the model performance. Even though some predictor might be inter-correlated and may not correlated to the predicted variable by strong correlation as others, inclusion of the those variable would not cause much harm compared to the loss in model fitness if few variable is available. In addition to that, the  increment in 
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second trial model compared to that of the first trial model when four more variables are included also support the decision to take on with all variables possible.


Extending from survey data from 1999 to 2000 to all other data surveys, I applied model from each year to other years in order to test the performance of fitted model in another 
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perspective other than 
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, the accuracy of prediction. 
	model\predicted
	1999
	2001
	2003
	2005
	2007
	2009
	2011

	1999
	1593
	1730
	1625
	1581
	2064
	2059
	1988

	2001
	1597
	1746
	1652
	1608
	2108
	2107
	2022

	2003
	1599
	1716
	1643
	1603
	2111
	2094
	2015

	2005
	1601
	1749
	1654
	1627
	2142
	2127
	2059

	2007
	1624
	1776
	1677
	1661
	2191
	2176
	2133

	2009
	1615
	1781
	1661
	1657
	2177
	2157
	2107

	2011
	1580
	1731
	1661
	1623
	2121
	2105
	2129


 
From the above chart, one point can be drawn:

1. The accuracy is always highest when a model developed from one year is used to predict the cardiovascular disease of that year;


Right now, points can be draw only from reading the table by column, meaning by the predicted year. It is not wise to read across the column since the statistics are in number not in percentage. Although the number of correct prediction for 2011-2012 survey year is above the number of correct prediction for 2003-2004 survey year when use the data from 2005-2006 survey year, conclusion cannot be drawn from the above situation since the number of observations are different in two years. Thus, another table is produced after divided by number of observations in that year.
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	1999
	2001
	2003
	2005
	2007
	2009
	2011

	1999
	0.63
	0.6508653
	0.6360078
	0.6344302
	0.6645203
	0.6979661
	0.6787299

	2001
	0.6304777
	0.6568849
	0.6465753
	0.6452648
	0.6786864
	0.7142373
	0.6903380

	2003
	0.6312673
	0.6455982
	0.6430528
	0.6432584
	0.6796523
	0.7098305
	0.6879481

	2005
	0.6320568
	0.6580135
	0.6473581
	0.6528892
	0.6896330
	0.7210169
	0.7029703

	2007
	0.6411370
	0.6681716
	0.6563601
	0.6665329
	0.7054089
	0.7376271
	0.7282349

	2009
	0.6375839
	0.6700527
	0.6500978
	0.6649278
	0.7009015
	0.7311864
	0.7193581

	2011
	0.6237663
	0.6512415
	0.6500978
	0.6512841
	0.6828719
	0.7135593
	0.7268692



From the ratio table, it is clear to tell that:

1. It not always the case that the model developed from the year is best used to predict the data of that year. For example, when model developed from 1999-2001 survey data is used to predict itself, the accuracy is 63%; however, when model is used to predict result of 2007-2008 survey, the accuracy 64.11%, higher than 63%.

2. In one column, the accurate rate is almost same, which means that the model performance applies to other years is stable, which alluding that there is a way to predict the cardiovascular disease, as the performance of model is consist to different year data.

3. Model prediction is more based on the year of data, since some year always yield better result than that of result year. For instance, the model developed from latter years are better than the early years statistically speaking. The model from 2009-2010 data and 2011-2012 data perform better than others and can reach to a accurate rate over 70%.

4. Although the performance of model is consistent, some years have slightly difference than other years. Notice for the data of 2001-2002 survey, the accurate rate is consistently lower than the accurate rate of the same model used to predicting
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other years. 


At last, to determine which model to apply at last, I looked at the 
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of two models:
Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 + RIAGENDR + RIDAGEMN + RIDRETH1 + PEASCTM1 - 1, data = cd09x1)
Residuals:

SP ever had pain or discomfort in chest 
    Min      1Q  Median      3Q     Max 

-1.0164  0.2891 -0.4989  0.1216  7.0645 
Coefficients:
           Estimate Std. Error t value Pr(>|t|)    

BMI       4.204e-03  1.235e-03   3.403 0.000675 ***

PAD020    1.562e-01  2.199e-02   7.106  1.5e-12 ***

SMQ020    1.455e-01  1.760e-02   8.270  < 2e-16 ***

OHQ010   -1.352e-02  8.344e-03  -1.621 0.105193    

DIQ010    3.474e-01  1.857e-02  18.705  < 2e-16 ***

ALQ100   -6.101e-03  2.079e-02  -0.293 0.769201    

RIAGENDR  1.281e-02  1.801e-02   0.711 0.477059    

RIDAGEMN  5.343e-04  5.983e-05   8.929  < 2e-16 ***

RIDRETH1  4.588e-03  7.897e-03   0.581 0.561280    

PEASCTM1  1.807e-04  4.960e-05   3.643 0.000274 ***

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.4606 on 2940 degrees of freedom

Multiple R-squared:  0.936,     Adjusted R-squared:  0.9358 
F-statistic:  4301 on 10 and 2940 DF,  p-value: < 2.2e-16

Call:

lm(formula = CDQ001 ~ BMI + PAD020 + SMQ020 + OHQ010 + DIQ010 + 
    ALQ100 + RIAGENDR + RIDAGEMN + RIDRETH1 + PEASCTM1 - 1, data = cd11x1)
Residuals:

SP ever had pain or discomfort in chest 
    Min      1Q  Median      3Q     Max 

-1.1042  0.3233  0.2006  0.7628  0.3081 
Coefficients:
           Estimate Std. Error t value Pr(>|t|)    

BMI       4.340e-03  1.141e-03   3.803 0.000146 ***

PAD020    2.261e-01  2.339e-02   9.665  < 2e-16 ***

SMQ020    1.235e-01  1.777e-02   6.947 4.59e-12 ***

OHQ010   -3.523e-03  8.210e-03  -0.429 0.667899    

DIQ010    2.288e-01  1.743e-02  13.127  < 2e-16 ***

ALQ100    4.376e-02  2.013e-02   2.174 0.029801 *  

RIAGENDR -8.114e-03  1.792e-02  -0.453 0.650653    

RIDAGEMN  4.826e-04  5.314e-05   9.082  < 2e-16 ***

RIDRETH1  2.667e-02  7.553e-03   3.531 0.000420 ***

PEASCTM1  1.782e-04  4.403e-05   4.047 5.32e-05 ***
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---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.4486 on 2919 degrees of freedom

Multiple R-squared:  0.9385,    Adjusted R-squared:  0.9383 
F-statistic:  4453 on 10 and 2919 DF,  p-value: < 2.2e-16

Although slightly, the model from 2011-2012 data still have higher 
[image: image10.emf]R

2

value. So the final model for predict cardiovascular disease is based on the second model.


Here are also some limitation of the residual analysis method:

1. Not enough variables evolved, which is always one point for improvement as more variable means more accuracy.

2. Linear model cannot consider the case when non-linear component is involved in the true model.

3. The predicted value can sometimes went out of range of reasonable value.
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4    Classification Analysis

As the predicted variable take value in the set {1,2}, such variable can be thought as logical value, where the group is classified into two or more groups. Use linear regression model, the predicted value can be thought as spread linearly around the values. The problem is that the actual variable only take value in {1,2}, so the meaning for predicted value lower than 1 or higher than 2 is not understandable, as well as the meaning for those between 1 and 2. In addition to that, the data point predicted between value of 1 and 2 in the linear regression model is linearly spread which leaves lot of data around 1.5, a value difficult for classification.


To respond to the question, logit and knn method are used.

1. logit method used non-linear formula so that the result data point would have value between two values but not beyond and the spread of data between two values would be like exponential function and thus few data point is left in between.

2. knn method classifies situation based on variable and select the prediction based on the known observations with closest situation, which also solve the two problem raised in the linear regression method.


Other than that, linear discriminant analysis method and quadratic discriminant analysis method are also applied for prediction.

1. linear discriminant analysis can prevent stability problem from the logistic regression method when the classes are well-separated.
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2. linear discriminant analysis can prevent stability problem from the logistic regression method when the distribution of the predictors X is normal for each of the class.

3. Quadratic discriminant analysis provide another approach not assuming that the observations drawn from Gaussian distribution. 

	
	BMI
	PAD020
	SMQ020
	OHQ010
	DIQ010
	ALQ100
	RIAGENDR
	RIDAGEMN
	RIDRETH1
	PEASCTM1
	CDQ001
	

	1
	BMI
	1.00000000
	0.089393769
	0.03321792
	0.08074351
	-0.15368517
	0.11074563
	0.059413916
	-0.088156604
	-0.01918573
	0.106695305
	-0.079974428

	2
	PAD020
	0.08939377
	1.000000000
	0.01772828
	0.06013305
	-0.04175369
	0.05636078
	0.036090330
	-0.006976821
	0.00346403
	0.038063903
	-0.005824709

	3
	SMQ020
	0.03321792
	0.017728283
	1.00000000
	-0.08855054
	0.01639545
	0.28795382
	0.220467427
	-0.002102860
	-0.01627537
	-0.012876588
	0.066558123

	4
	OHQ010
	0.08074351
	0.060133054
	-0.08855054
	1.00000000
	-0.07590444
	0.03157597
	-0.021888888
	-0.065643400
	-0.09026969
	0.040280556
	-0.100019248

	5
	DIQ010
	-0.15368517
	-0.041753688
	0.01639545
	-0.07590444
	1.00000000
	-0.10291831
	0.025574338
	-0.117361915
	0.03566368
	-0.047494461
	0.095374821

	6
	ALQ100
	0.11074563
	0.056360784
	0.28795382
	0.03157597
	-0.10291831
	1.00000000
	0.308190724
	0.101347838
	0.01103194
	-0.020013002
	-0.028242799

	7
	RIAGENDR
	0.05941392
	0.036090330
	0.22046743
	-0.02188889
	0.02557434
	0.30819072
	1.000000000
	0.023083535
	-0.00905422
	0.009358604
	-0.006155373

	8
	RIDAGEMN
	-0.08815660
	-0.006976821
	-0.00210286
	-0.06564340
	-0.11736192
	0.10134784
	0.023083535
	1.000000000
	0.04432869
	0.119777615
	-0.043682745

	9
	RIDRETH1
	-0.01918573
	0.003464030
	-0.01627537
	-0.09026969
	0.03566368
	0.01103194
	-0.009054220
	0.044328690
	1.00000000
	0.090985170
	-0.057671792

	10
	PEASCTM1
	0.10669531
	0.038063903
	-0.01287659
	0.04028056
	-0.04749446
	-0.02001300
	0.009358604
	0.119777615
	0.09098517
	1.000000000
	-0.061030493

	11
	CDQ001
	-0.07997443
	-0.005824709
	0.06655812
	-0.10001925
	0.09537482
	-0.02824280
	-0.006155373
	-0.043682745
	-0.05767179
	-0.061030493
	1.000000000



It can be seen that the correlation between two variable is small, which indicate better result from logistic regression model.


To find the best way to predict, I used similar method by predict other year and find the best accurate method possible. In the logistic regression method, I applied another loop since the predicted result is the probability toward one value without telling the proper threshold value for separation.


The resulting highest accurate rate is listed in the following four tables arranged by the order of logistic regression, linear discriminant analysis, quadratic discriminant analysis and knn method.
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Logistic Regression method

	
	1999
	2001
	2003
	2005
	2007
	2009
	2011

	1999
	0.6583531
	0.0000000000
	0.6785435
	0.6894061
	0.7231165
	0.7589013
	0.7534995

	2001
	0.6583531
	0.0000000000
	0.6785435
	0.6898074
	0.7231165
	0.7592404
	0.7534995

	2003
	0.6583531
	0.0000000000
	0.6785435
	0.6898074
	0.7231165
	0.7592404
	0.7534995

	2005
	0.6583531
	0.0000000000
	0.6785435
	0.6898074
	0.7231165
	0.7592404
	0.7534995

	2007
	0.6583531
	0.0000000000
	0.6785435
	0.6898074
	0.7231165
	0.7592404
	0.7534995

	2009
	0.6587490
	0.0003762227
	0.6777604
	0.6902087
	0.7234385
	0.7592404
	0.7534995

	2011
	0.6583531
	0.0000000000
	0.6781519
	0.6894061
	0.7231165
	0.7592404
	0.7534995


Linear Discriminant Analysis method

	
	1999
	2001
	2003
	2005
	2007
	2009
	2011

	1999
	0.6765637
	0.063205418
	0.6417384
	0.6641252
	0.6909208
	0.7300780
	0.7108228

	2001
	0.3068092
	0.699021821
	0.2956147
	0.2905297
	0.2572440
	0.2204137
	0.2212359

	2003
	0.6583531
	0.003762227
	0.6773688
	0.6898074
	0.7224726
	0.7582231
	0.7514510

	2005
	0.6583531
	0.002633559
	0.6781519
	0.6934189
	0.7250483
	0.7582231
	0.7528167

	2007
	0.6603325
	0.001128668
	0.6773688
	0.6910112
	0.7253703
	0.7589013
	0.7528167

	2009
	0.6678543
	0.008653123
	0.6765857
	0.6890048
	0.7205409
	0.7595795
	0.7504268

	2011
	0.6619161
	0.003762227
	0.6793265
	0.6882022
	0.7253703
	0.7585622
	0.7528167
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Quadratic Discriminant Analysis Method

	
	1999
	2001
	2003
	2005
	2007
	2009
	2011

	1999
	0.6722090
	0.11173815
	0.6280345
	0.6376404
	0.6613007
	0.7029502
	0.6637078

	2001
	0.2763262
	0.68547780
	0.2537197
	0.2455859
	0.2092724
	0.1790437
	0.1850461

	2003
	0.6599367
	0.04439428
	0.6711042
	0.6569021
	0.7015454
	0.7388945
	0.7009218

	2005
	0.6615202
	0.03724605
	0.6628818
	0.6938202
	0.7018674
	0.7511021
	0.7340389

	2007
	0.6599367
	0.03085026
	0.6652310
	0.6757624
	0.7211848
	0.7497457
	0.7309662

	2009
	0.6658749
	0.04100828
	0.6593579
	0.6765650
	0.7028332
	0.7619532
	0.7289177

	2011
	0.6555819
	0.03047404
	0.6538763
	0.6637239
	0.7099163
	0.7511021
	0.7500854


KNN Method

	
	1999
	2001
	2003
	2005
	2007
	2009
	2011

	1999
	0.7961203
	0.14070730
	0.6076742
	0.5963082
	0.6281391
	0.6351306
	0.6258109

	2001
	0.2410926
	0.79194883
	0.2517619
	0.2375602
	0.2192531
	0.1851475
	0.1894845

	2003
	0.5835313
	0.18058691
	0.7913078
	0.5971108
	0.5994849
	0.6520855
	0.6234210

	2005
	0.5934283
	0.15951843
	0.6209867
	0.7965490
	0.6133290
	0.6456426
	0.6408330

	2007
	0.6088678
	0.12189616
	0.6288175
	0.6280096
	0.8000644
	0.6520855
	0.6705360

	2009
	0.6144101
	0.08540256
	0.6315583
	0.6356340
	0.6455248
	0.8229908
	0.6811198

	2011
	0.6235154
	0.11851016
	0.6350822
	0.6344302
	0.6738571
	0.6853171
	0.8217822
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Thus, it can be seen that the discriminant analysis perform better than other method and that although the knn method performs best when used to predict data itself, the stability of knn method is worst among all method.


Another thing to notice is that in three methods other than knn method, the stability of prediction among year is present when 2001-2002 data is excluded, which further support the result from the linear regression model that the 2001-2002 data have fundamental difference with other survey results.
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6    Conclusion and extensions

Using both linear regression model and linear discriminant analysis model, the accuracy of prediction stay between 70% and 80%. Since the 
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value of fitted model is pretty high, thus the model is the best response to the predictors available. Again, one limitation of models fitted is insufficient number of variables, and I believed that with more variables available, the accurate rate would further increase.


Another point is that linear regression model, linear discriminant analysis model, quadratic discriminant analysis model and knn method all have lower accurate rate when used to predict the 2001-2002 data, convincing me that the population in that year have fundamental difference from other population.


At last, if variable like smoking behavior and alcohol use can be quantified instead of the logical value available now, the linear regression method might perform better.
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