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ABSTRACT

Adrian and Franzoni (2005) suggest that beta of a stock is determined by the factor loading of its unobservable long-run beta. The fundamental idea behind this model is that investors engage in a learning process of estimating this long-run beta. In this paper, a variation of this model is tested. Instead of estimating long-run beta, investors try to learn about factor loading. Given the long-run beta and the upcoming level of risk, investors must form the optimal factor loading that minimizes the pricing error. The evolution of the factor loading assumes to follow an AR(1) process. The mispricing results are as equally successful as Adrian’s model. The momentum in the optimal factor loading is confirmed. During the transitional business-cycle periods, the factor loading seems to be more volatile.
1. Introduction

Sharpe (1964) and Linter (1965) introduce the Capital Asset Pricing Model (CAPM), which provide a first comprehensive mechanism of rational investors’ behaviors. Despite its theoretical elegance and simplicity, CAPM makes many assumptions that are quite unrealistic in the derivation of the model. For example, CAPM assumes an ideal, market-efficient situation where all the investors share same information and same utility function. From structural point of view, the most serious problem of CAPM is to use OLS procedure to estimate betas. Each observation of historical return of a specific stock/portfolio is a time-series data, which inevitably involves non-zero autocorrelation. However, in spite of all these problems, the reason that CAPM is scorned by many investors is that CAPM have failed to cope with the empirical observations, especially for the periods after 1960s. Fama and French (1992) find pervasive evidence that CAPM is unable to explain return on size and book-to-market (BE/ME) sorted portfolios.

Naturally, many researchers and scholars begin to look for alternative theories. Two mainstream branches of researchers arise in order to improve CAPM: (1) Multi-factor models and (2) Conditional CAPM. The former group renounces a univariate structure and extends to a multi-dimensional model. Fama and French (1996) suggest an influential three-factor model, which includes market risk factor ($\beta$), size factor (SMB), value factor (HML) to account for the problem they address previously. While this model shows highly improved predictive power, it lacks an underlying explanation of why market behaves in this particular way (Campbell 2004).

Another branch of researches preserves a one-factor model and proposes that CAPM holds only conditionally. In other words, although the cross-sectional CAPM holds true at any given time $t$, the unconditional CAPM may fail unconditionally. Jagannathan and Wang (1996) model the evolution of the conditional distribution returns at time $t$ as a function of lagged state variables. From this structure, they
derive that the covariance between the market and portfolio returns, i.e., betas, as affine functions of these variables. Lettau and Ludvigson (2001) find that the betas of value stocks are highly correlated with consumption growth rate. Hence, they suggest the use of a conditional variable CAY\(^1\) as a controlling variable when estimating betas. Upon these research results, Adrian and Franzoni (2005) take learning into consideration. They argue that the unobservability of true betas causes investors to engage in learning process. In their Learning-CAPM, a beta evolves by finding a weighted average of the previous period long-run and current betas. Investors continuously “update” their long-run and current betas since these values are not observable. It is important to note that factor loading, or weight, remains fixed in Learning-CAPM.

Inspired by Adrian and Franzoni, this paper provides a variation of Learning-CAPM under totally different assumptions. Instead of assuming the unobservability of betas, investors as a whole are assumed to have the estimates for long-run and forecasted upcoming period risk. From these two established risk measures, investors must form the optimal weight, or the factor loading \(F_t\), that minimizes the pricing error. The evolution of factor loading is designed to have a momentum in a sense that it follows an AR(1) process. While the assumption of having upcoming period risk seems rather bold, many researches show that investors have some ability to forecast near-future risk/return. Moreover, this assumption does not imply that individual investors have same upcoming level of risk; it is an aggregated market estimate of risk for the next period. The point of this paper is to examine a market’s response when forecasted upcoming risk is available. In that sense, the evolution of factor loading describes how an efficient market works because it represents stock’s sensitivity to current market news.

The learning factor loading model is differentiated from the presented literature in two ways. First, it endorses an active investment situation. Unlike Learning-CAPM where investors merely updates their

---

\(^1\) Lettau and Ludvigson (2001). CAY is an acronym for log consumption, C, log asset, A, and log labor income, Y.
risk estimates, the factor loading model hypothesizes that investors develop new index of risk each time period by properly mixing up their long-run and forecasted risk. Secondly, in extension of the first point, the learning factor loading model admits investors’ forecasting ability and its momentum effect on returns. This is a departure from Jagannathan and Wang (1996) in a sense that forecasted risk is used to model betas instead of lagged state variables.

From structural point, the learning factor loading model also has two limitations that pertain to the points made in the previous paragraph. First, the learning factor model does not provide answers on how a market evaluates long-run and upcoming level of risk. In this paper, the OLS betas estimated from past 60-months returns are assumed to describe the investors’ estimates of long-run risk whereas the forecasted risks are calculated under Bayesian setting given the next-period returns. In future research, these values can be replaced by macro factors or some investors’ consensus data such as, IBES forecasts. Secondly, the importance of factor loading depends on the relationship between long-run and upcoming betas. Suppose the situation where the long-run and forecasted betas move in the exactly same way. Then, the factor loading clearly has no impact on deciding the true level of risk. Likewise, if the differences between two risk factors are small (in absolute sense), its weighted averages would not change much by factor loadings. In fact, this turns out be the case for large growth portfolio tested as shown in Figure 4.

For these reasons, the focus of this paper will be on the movement or variability of factor loadings, $F_i$, than the actual realizations of it. For example, the variances in the factor loadings of small and value portfolios are expected to be greater than the changes in large and growth portfolios. For these high volatile portfolios, the discrepancies between the long-term and short-term risk factors are expected to be high, so that factor loading plays a crucial role in determining the true risk. By the same reasoning, the factor loading of large growth portfolios will have little impact on the true risk because these portfolios have relatively stable returns and thus will have smoother long-run and upcoming levels of risk.
The rest of the paper is organized as follows. In Section 2, the economical and statistical literature relevant to the topic is covered. The basic idea of Kalman filter and its application helps to understand the quantitative aspect of the mechanism. The discussion about Adrian’s Learning-CAPM also follows. In Section 3, the specification and the derivation of a newly proposed model will be presented. Section 4 reports the empirical result as well as the interpretation of the factor loading. Section 5 draws conclusion for this work.
2. Related Literature

The idea of unobservable components is not new. Historically, numerous attempts have been made to measure these unobservable components. However, it is relatively a recent event that Kalman (1960) finds a way to estimate time-evolving unobservable components over discrete-space. In terms of methodology, what Kalman filter does is simply alternating between predicting (prior) and updating (posterior) the unobservable variables. Although the model is originally developed for primary use in aerospace-related research\(^2\), it turns out that Kalman filter is widely applicable in other areas such as economics, medicine (Jones 1984), and seismology (Shumway 1985).

From economics perspective, the alternating procedure between prediction and updating can be viewed as learning process. For example, Martin (1990) attempts to construct a leading index for the United States by deriving a set of weights based on Kalman filters. He models a leading index as an AR(p*) process and finds the optimal coefficients so that the prediction error is minimized. Underlying assumption in his work is that people learn from their prediction error and use the updated measures to predict the future values. Likewise, Sargent, William, and Zha (2005) argue that the fluctuation of inflation rate in the post-war period can be explained by the policymakers’ learning process. The policymakers have a certain prior about how inflation and unemployment are related, but the true relationship should be inferred as the results from policymaking become available.

Adrian and Franzoni (2005) incorporate this learning concept in the estimation of beta. According to them, the tradition OLS approach ignores investors’ gain from the previous errors and, as a result, CAPM is rejected too often. Their model focuses on the factor loading of a long-run beta, which is unobservable. Under this framework, the object of learning is this long-run beta, which investors must form expectation over time. In relation to this setting, the focus of this article is to model the evolution of the factor loading

\(^2\) In fact, Kalman filter plays a crucial role in development of Global Position System (GPS).
itself given the long-run beta. In fact, the idea of long-run beta tracks back to Jostova and Philipov (2005). They introduce the idea of a “mean-reverting beta” and show that it can help to explain the size and B/M premium of CAPM model. However, they do not take learning into consideration. On the other hand, Adrian and Franzoni (2005) confirm this preceding statement in their Learning-CAPM.

Interestingly, another attempt to incorporate learning into practice is made from behavioral and psychological point of view. Lakonishok, Shleifer, and Vishny (1994) claim that investors are too optimistic about past high earning growth. Consequently, these companies tend to be small and overvalued and, subsequently, experience serious underperformance only when the growth rate disappoints investors. The supporting evidence for this explanation for the value premium is provided by La Porta (1996) and La Porta et al. (1997), who show that the underperformance of stocks with low BE/ME ratios is concentrated on earning announcement dates (Campbell 2003). Brav, Lehavy, and Michaely (2002) also confirms this view by pointing out that analysts have high subjective expected returns on growth stocks, consistent with the hypothesis that the value premium is due to expectation error (Campbell 2003). Under these models, learning is not a continuous process, but rather an event that occurs when investors realize the discrepancy between the expectation and the reality.

The following sections explain the two key concepts needed for understanding the model developed in this paper. The first part gives a brief overview of Kalman filter and its statistical implications as well as some warnings embedded in the filtering process. The second part is about Learning-CAPM (Adrian and Franzoni 2005). Since it plays a central role in understanding and development of the original work in this paper, it is worthwhile to go over their model and the result in detail.
2.1 State-space Model and Kalman Filter

Dynamic linear model (DML) or state-space model (SSM) was originally invented to describe the movement of *unobservable* state variables, which evolve over time. The compelling fact is that these variables only reveal themselves through the realizations of some other *observable* variables. Naturally, this system of equations consists of two parts: (1) State equation that describes the transition of state variables from time $t$ to $t+1$, and (2) Observation equation that shows how state variables relate to observable variables at time $t$.

Mathematically, the model can be written as follows. Let $x_t$ be a $p \times 1$ vector of state variables. Then,

$$x_t = \Phi \cdot x_{t-1} + w_t \quad \text{where } w_t \sim N(0, Q)$$

(2.1)

is the state equation where $\Phi$ denotes the transition matrix. The observational equation is

$$y_t = H_t x_t + v_t \quad \text{where } v_t \sim N(0, R)$$

(2.2)

with the observation matrix $H_t$. The error terms, $w_t$ and $v_t$, are assumed to follow a normal distribution with mean zero and the covariance matrix $Q$ and $R$, respectively. Note that there is a time subscript for the observation matrix $H_t$, but not for the transition matrix $\Phi_t$.

By including the previous state variables in the current one, these equations can easily be expanded to multi-stage setting. Note that this form embraces popular vector-autoregressive (VAR) model. It is a trivial case where the observation matrix is an identity and the variance of the observation equation $R$ is zero. Relaxing the constant variance of the error terms, Equation (2.1) and (2.2) encloses ARCH model. Moreover, while hidden Markov model and state-space shares the common characteristic of hidden transition of state variables, state-space model do not have to satisfy Markov property.
More general form of state-space equations can include a vector of exogenous variables. These
variables serve as a controlling factor. Adrian and Franzoni (2005) tests the benefits of including several
controlling variables, such as CAY, term structure spread, and Fama French factors, in their model and
conclude that no variables other than CAY improves the result significantly. In this paper, however, these
exogenous variables are omitted because it is believed that conditional CAPM holds without the aid of
any other variables.

Kalman filter is a technique to find the solution of a state-space model parameters, such as $\Phi$, given
the realization of $y_1, y_2, \ldots, y_n$. The solution can be found through a recursive procedure (hence, the name
filtering) that alternates between predicting and updating the unobservable measures. The filtering process
begins with some initial settings at $t = 0$. Under these initial values, the prediction for the next step at $t = 1$
is made to obtain priori state estimates. As new information becomes available, these estimates should be
updated and the resulting measures are called posteriori estimates. These updated posteriori values are
then used to obtain the next step priori estimates, and the procedure goes on. The mathematical
description of Kalman filtering process is provided in Appendix. The detailed explanation for the
procedure can be found in Welch and Bishop (2004).

It is often the case, as in this paper, that the purpose of the filtering process is to figure out the
maximum likelihood estimates of $\Phi$, Q, and R. The estimates of $x_1, x_2, \ldots, x_n$, then, can be computed from
these parameters. As a matter of fact, finding the maximum likelihood estimates involves quite amount of
computation. Shumway and Stoffer (2000) describe the general procedures as follows:

1) Choose an initial values for the parameters, say $\Theta^{(0)} = \{ \Phi^{(0)}, Q^{(0)}, R^{(0)} \}$.
2) Run the Kalman filter, using this initial parameter values. Obtain a set of innovations and
corresponding covariances, say, $\{ \epsilon_t^{(0)}; t = 1,\ldots, n \}$ and $\{ \Sigma_t; t = 1,\ldots, n \}$.
3) Using these innovations, apply Newton-Rhapson algorithm to find the likelihood
maximizing estimates of $\Theta^{(1)}$. 
4) Repeat the above steps until the estimates or the likelihood stabilize.

Unfortunately, the convergence of the maximum likelihood estimates to the actual values is not guaranteed in general. The likelihood function, \( L_Y(\Theta) \), can be written as

\[
-2 \ln L_Y(\Theta) = \sum_{t=1}^{n} \log |\Sigma_t(\Theta)| + \sum_{t=1}^{n} \epsilon_t(\Theta)'\Sigma_t(\Theta)^{-1}\epsilon_t(\Theta)
\]

Of course, this function is a highly nonlinear function of \( \Theta \) and thus the optimizing surface can be quite rough. This implies that the likelihood maximization estimates only lead to the local maximization point (Kahl 1983). Another problem involves initializing values. When the initial values and covariances are not known precisely, a new error that is not included in the system is introduced. A typical solution to this problem is to let the initial covariance matrix \( \Sigma_0 \) large so that it compensates for the unknown initial status. De Jong (1994) develops an extended form of Kalman filter, which can be used under diffuse situation. Diffuse situation occurs when the initial values are unknown but can be modeled as random vectors with arbitrarily large covariance. Theoretically, diffuse Kalman filter can handle all the issues arisen in this problem. In this paper, however, the initial estimates are assumed to be in the correct range so that the maximum likelihood estimates converge to the true values. Likewise, the initial covariance matrix is assumed to be large enough to compensate for the estimates error at the initial point \( t = 0 \).

From conceptual point of view, Kalman filter can be viewed as a simple Bayesian updating scheme that maximizes the likelihood of the unknown parameters. It is differentiated from classical time-series model in two ways. First, the system is divided into two separate equations, state and observation. Secondly, the unobservable components are updated as new information comes in. It is this feature that makes Kalman filter useful in estimating beta; when investors observe discrepancy between the expected level of risk and the actual risk, they adjust their belief accordingly.
2.2 Learning-CAPM

Learning-CAPM (Adrian and Franzoni 2005) is a variation of the conditional CAPM that is based on the belief that investors must form expectations about the true level of risk over time. Against the criticism of Lewellen and Nagel (2005) that the success of the conditional CAPM depends on its cross-sectional design, these authors propose a time-varying beta model under the specification of the conditional CAPM.

With the assumption of no-arbitrage and unknown parameters of the return process, Adrian and Franzoni (2005) provide the framework on which the conditional CAPM holds. Formally, it is written as

\[ E_t[R_{t+1}] = \beta_{t+1} \cdot E_t[M] \]  

where \( \hat{\beta}_{t+1} = E_t[\beta_{t+1} | M_{t+1}] = E_t[\beta_{t+1} | R_{t+1}^i] \). The preceding identity implicitly asserts that the market return \( R^M \) is a sufficient statistic for the pricing kernel \( M \). These authors model the current level of beta as an autoregressive process:

\[ \beta_{t+1} = (1 - F^i)B^i + F^i \beta^i + u^i \]  

where \( B^i \) represents the long run beta, which assumes to be unobservable. They argue that investors engage in a learning process of continuously estimating \( B^i \). The factor loading, \( F^i \), is a pre-determined, firm-specific constant that reflects how much of the historical betas should be trusted. It is important to notice that both \( B^i \) and \( F^i \) do not have time subscript, and thus, have time-invariant nature. However, the long-run beta \( B^i \) is the object of learning and thus its estimate is updated constantly as new information comes in. On the other hand, the factor loading \( F^i \) is a truly time-invariant and must be estimated using the maximum likelihood method.
The parameters of interest are the factor loading of stock $i$, $F^i$, the idiosyncratic variance of beta $Q$, and the idiosyncratic variance of the return $R$ as well as the coefficients for any exogenous variables if there is any. With the initial estimates of $\beta^i = \beta = 1$ and a diffuse$^3$ (uninformative) prior, the model is regressed over the period from 1926 to 2004 although the pricing error estimation focuses on the returns after 1960s. The two authors emphasize on the reason that they focus on the latter half (after 1960s) of the sample. In the early years up to 1960s, small and value stocks have large realizations of betas. Therefore, it is important to start the filter at the beginning of the sample and allow enough time to form expectation for long-run betas.

Using Learning-CAPM, the RMSE of pricing error is dropped by 24% on average of the entire twenty-five portfolios$^4$. The reductions in the composite pricing error$^5$ (CPE) are higher than the RMSE decreases. Moreover, these authors are able to provide explanation for the small and value premium. Small and value stocks form higher long-run betas from the returns prior to 1960s. Consequently, the current level of betas for small and value stocks are higher than the OLS estimates. The same reasoning applies to the growth, large stocks; the slow, steady realizations of these stocks’ returns contribute to low long-run betas. On the other hand, it is interesting to see that the factor loading $F^i$ for small and value stocks is higher than that of large, growth stocks. This fact implies that the long-run betas of small, value stocks should be less trusted. Finally, Adrian and Franzoni confirm the robustness of their estimates under different specifications of the models. In other words, the inclusion of other controlling factors, e.g., CAY, does not affect the maximum likelihood estimates of the factor loading, $F^i$, and the idiosyncratic variance of state and observational equation, $R$ and $Q$.

---

$^3$ It is unclear what the actual prior is. In replicating Adrian’s work, an identity matrix is used in place of the diffuse prior. In addition, note that these authors also overcome the initialization problem with uninformative prior.

$^4$ RMSE of the original CAPM is 1.076. Learning version of CAPM yields the RMSE of 0.814. Conditioned on CAY, the RMSE from Learning-CAPM is 0.668.

$^5$ Campbell and Vuolteenaho 2004.
3. Model Specification and Estimation Method

The idea of long-run beta is certainly attractive and has been the subject of research for some time. Jostova and Philipov (2005) propose to estimate a mean-reverting beta under Bayesian framework. They suggest that the mean-reversion in betas helps to solve the size and BE/ME anomalies in CAPM. This concept is “at the core” of Learning-CAPM as long-run beta, $B'$, plays a role of mean-reverting beta. In fact, Adrian and Franzoni succeed to some degree to explain these anomalies. The difference is that Jostova and Philipov (2005) assume mean-reverting beta follow AR with observable parameters while Adrian and Franzoni (2005) treat long-run beta, $B'$, as a latent variable whose parameters must be estimated.

Inspired by Adrian and Franzoni’s work (2005), this paper starts from the question: Are betas really unobservable? While the assumptions of a long-run beta and the autoregressive evolution of betas seem plausible, the whole problem can be viewed from a different perspective. Instead of focusing on the evolution of long-run beta, in this paper, the spotlight is on the factor loading. It is assumed that investors already have the estimates for security $i$’s long-run level of risk, $B'^i$, as well as the forecasted upcoming risk, $\beta$. In the process of creating a proxy variable for upcoming beta, $\beta'$, it is assumed that a market as a whole has an ability to predict near-future returns (Appendix). What they do not know is how to balance the discrepancy between these two measures of risk. Hence, the factor loading, $F^i$, that establishes the market equilibrium becomes the subject of interest.

In the learning factor loading (LFL) model, the investors’ evaluation of true level of risk is based on the following equation:

$$E_t^i[\beta'_{i+1}] = \beta'_{i+1|i} = (1 - F^i_{i+1|i}) B'^i_t + F^i_{i+1|i} \beta'^i_t$$

(3.1)

---

6 Unless noted specifically, the superscript $i$ will be dropped for the remainder of this paper.
where $\beta_t = \mathbb{E}[\beta_{t+1}|R_t, R^M_{t+1}]$ denotes the investors’ one-step ahead prediction for beta based on the next period returns. This figure, however, is a measure of risk only for the upcoming period and does not have any long-term implication. The assumption of upcoming beta implicitly states that investors are interested in knowing the true level of risk that affects the long-term returns.

While taking the similar structure as to Adrian and Franzoni’s model, the time subscripts on $B_t$ and $\beta_t$ indicate that these measures are now time-variant. These risk parameters are assumed to be observable and known to all investors, and for that reason, the expectations on the right side terms are unnecessary. It is crucial to point out that the evolving entity is the factor loading $F_t$, and not the betas. It is assumed that the factor loading $F_t$ follows an AR process, which serves as the state equation:

$$F_{t+1} = \phi F_t + \sigma + u_{t+1}$$  \hspace{1cm} (3.2)

where $\sigma$ is a mean-adjusting constant. Since Adrian and Franzoni’s proof on the conditional CAPM does not depend on the evolution of beta, Equation (2.3) assumes to hold. Then, substituting Equation (3.1) into Equation (2.3) and solving in terms of $F_t$, the following equation is obtained:

$$E_t[R_{t+1}] = \beta_{t+1} \cdot E_t[R^M_{t+1}]$$

$$= \{(1 - F_{t+1})B_t + F_{t+1}\beta_t\} E_t[R^M_{t+1}]$$

$$= \{(\beta_t - B_t)F_{t+1} + B_t\} E_t[R^M_{t+1}]$$

$$= (\beta_t - B_t)E_t[R^M_{t+1}] \cdot F_{t+1} + B_tE_t[R^M_{t+1}]$$

Moving the right-most term to the other side gives the observation equation for LFL model:

$$E_t[R_{t+1}] - B_t \cdot E_t[R^M_{t+1}] = (\beta_t - B_t)E_t[R^M_{t+1}] \cdot F_{t+1}$$  \hspace{1cm} (3.4)

Notice that the left side of the equation is the residual from CAPM estimate based on the long-run beta. On the other hand, the right side represents the difference in the expected returns from the long-run and
the current betas. In other words, the factor loading, $F_t$, onto the investors’ estimated risk, $\beta^i_t$, evolves by evaluating the performance of the long-run betas. If the residual from the long-run CAPM estimates is large, the factor loading on $\beta^i_t$ will increase for the next period; that is, the long-run beta becomes less trustworthy. In the opposite case, more weight will be given to the long-run beta, $B_t$, and, therefore, the factor loading decreases in the next step.

Perhaps the biggest challenge that LFL-CAPM faces is to justify the question: Can investors really estimate the upcoming level of risk? Many research results indicate that investors do have certain ability to forecast the near-future returns. For example, Jegadeesh (1990) gives evidence of predictable behavior of security returns over short period of time. His research finds that the negative first-order serial correlation in monthly stock returns is highly significant. He also suggests that positive serial correlations at longer lags may exist. The experiment done by The Wall Street Journal is another example. It compares the performance of the randomly selected stocks to the returns of the analysts picked stocks over each five-and one-half month period. The experiment lasts from July 1990 to September 2002; the result is that the analysts’ choices outperform the random stocks 90 times out of 147 total contests (Ross et al. 2006). Das, Levine, and Sivaramakrishnan (1998) witness the analysts’ ability to predict the returns although they claim that these predictions are corrupted by the analysts’ optimism or pessimism. In LFL model, these behavioral patterns are reflected in the evolution of the factor loading. From these results, the assumption of investors’ access to upcoming level of risk does not seem implausible.

By itself, $\beta^i_t$ is not a complete indicator of true level of risk; therefore, investors attempt to adjust their estimate of true risk by correctly balancing the long-run risk and the upcoming estimates of the beta. The degree of which such information should be reflected is the factor loading, $F_t$. Note that this factor loading does not have to lie in the unit interval $[0, 1]$. When the differences between the long-run and
upcoming betas are small or they co-vary with each other, the factor loadings play little role; the estimated true risk will be more or less the same. The factor loading becomes important when the difference between the betas is big or they move in the different direction. In this case, the true risk is affected substantially by the level of factor loading at that moment.

In this paper, the OLS betas estimated from the past 60-months returns are used in place of the long-run betas (Figure 1). It is believed that 60-months are a period long enough for investors to form a long-run level of risk. The reason that the OLS betas is calculated using the fixed number of returns is to allow the time variation of the long-run risks. While Learning-CAPM requires enough initialization period for the long-run beta takes into effect, the learning factor loading model does not require such period. On the other hand, the upcoming level of beta, \( \beta'_t = E_t[\beta_{t+1} | R_{t+1}, R^M_{t+1}] \), is estimated using Bayesian model. Assuming that investors correctly identify the next-period returns, their estimate of the upcoming risk is calculated as if CAPM holds. The distribution of the long-run OLS betas is used as prior. The details can be found in Appendix.

Given these long-run and upcoming level of risk, investors decide the optimal factor loading \( F_t \) (and subsequently, \( F_{t+1} \)) according to Bayes rule. Since the evolution of \( F_t \) is a conditional distribution, Kalman filter is the natural estimating scheme. To summarize, LFL-CAPM models the evolution of the factor loading by applying Kalman filter to the following state space:

\[
\begin{align*}
F_{t+1} &= \phi F_t + \sigma + u_{t+1} \\
R_{t+1} - B_t R^M_{t+1} &= (\beta'_t - B_t) R^M_{t+1} \cdot F_{t+1} + v_{t+1} \\
B_t & : \text{ OLS betas} \\
\beta'_t & : \text{ estimated by Bayesian model}
\end{align*}
\]

The normal distributions of the idiosyncratic error terms, \( v_t \) and \( w_t \), are assumed. It is assumed that these
errors are uncorrelated to each other and over different time period. The autoregressive parameters, $\phi$ and $\omega$, and the standard errors of the error terms, $\sigma_u$ and $\sigma_v$, are estimated using maximum likelihood. For the initial condition, $\phi_0$ is assumed to be 0 with the initial variance of 0.5\(^7\). The initializing values for $\sigma_u$ and $\sigma_v$, are the standard deviations of the OLS betas and the market returns, respectively.

This specification of LFL model is totally different from any other models in the recent literature. Jagannathan and Wang (1996), Harvey (1989), and Lettau and Ludvigson (2001) all see betas as deterministic, affine functions of state variables where no ambiguity is introduced in the evolution of betas (Adrian and Franzoni 2005). Ang and Chen (2004) and Jostova and Philipov (2004) postulate AR process for betas, but assume that the parameters for the process is observable. Learning-CAPM by Adrian and Franzoni (2005) is most closely related to LFL-CAPM; however, it is only interested in the evolution of beta and pays little attention to the changes in factor loading. In contrast to all these models, the learning factor loading model conjectures that investors attempt to reconcile the discrepancy between the long-run and forecasted level of risk by learning about the past evolution of the factor loadings.

\(^7\) Assuming that the true $F_0$ lies in the unit interval [0,1], the maximum variance possible is 0.5 The maximum variance is used to prevent the initialization problem mentioned in Section 2.1.
4. Empirical Result and Discussion

In this section, the learning factor loading model is put into practice and tested over a set of empirical data. The six portfolios constructed by Fama and French (1993) are used for regression because the traditional CAPM troubles the most to explain the size and value abnormal returns from these portfolios. As claimed by Adrian and Franzoni (2005), these anomalies are the types of mispricing that is “most likely to be related to learning problem.” However, the underlying mechanisms are different. Adrian and Franzoni explain that the high level of long-run betas from the past affects the current betas, which makes them higher than the OLS estimates (Figure 2). LFL model suggests that investors’ forecasting ability and continuing underperformance of the OLS betas together explain the value/size premiums.

The six portfolios are formed by double sorting the stocks of NYSE, AMEX, and NASDAQ by the size and the book-to-market (BE/ME) ratios. These portfolios are constructed at the end of June each year and the value-weighted returned are reported. The size breakpoint is the NYSE market equity median at the end of June of year $t$. The book-to-market ratios breakpoints are 30th and 70th percentile of all the stocks. Given these portfolios are used widely in the literature, further explanation is omitted. The following table summarizes the breakdown of the portfolios.

<table>
<thead>
<tr>
<th>Median ME</th>
<th>70th BE/ME percentile</th>
<th>Small Value</th>
<th>Big Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30th BE/ME percentile</td>
<td>Small Neutral</td>
<td>Big Neutral</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Small Growth</td>
<td>Big Growth</td>
</tr>
</tbody>
</table>

In order to compare the results with Learning-CAPM, the regression is performed over the time periods from 1926 to 2005. With respect to Adrian’s argument, Learning-CAPM is given with the adequate amount of time to develop the evolution of long-run beta. Moreover, it is important to point out that the factor loading, $F'$, of Learning-CAPM and the time-evolving factor loading, $F_t$, in LFL model should not be confused. In Learning-CAPM, the factor loading is the weight given to the current beta; in
LFL model, the factor loading is the weight to the upcoming betas. In other words, these values are the weights for the two different and unrelated measures of risk.

The maximum likelihood estimates are calculated by the procedures described in Section 2.1. Table 1 summarizes the estimated parameters for each model. The first panel regards Learning-CAPM. The estimated values are substantially different from Adrian’s report because: (1) the portfolios are formed by different method. (2) These authors change the returns to quarterly figures, so that they can condition on exogenous variables. In this paper, only the unconditioned version of Learning-CAPM is replicated. Although the estimated values are considerably different, looking at the calculated betas, the downward trends in the long-run betas of small value portfolio is still evident (Figure 2). It turns out that the average of both Learning-CAPM and LFL-model betas (over the period from 1960 to 2005) are not big enough to justify the value premium although they are bigger than the OLS measure (Table 1). However, there is a 24% reduction in RMSE in both learning-augmented models.

As mentioned previously, this paper focuses on the pricing errors for the period after 1960s. However, the use of Kalman filter raises an issue of how to calculate the mispricing. In order to solve this problem, the same method adopted by Adrian and Franzoni is used. First, the pricing error for each month, say, $\alpha_{t+1}$, based on one-step ahead beta is calculated. That is,

$$\alpha_{t+1}^i = R_{t+1}^i - \beta_{t+1|t}^i R_{t+1}^M$$

(4.1)

where $\beta_{t+1|t}^i$ is from Equation (3.1). Then, the average of $\alpha_{t+1}^i$ over the period from 1960 to 2005, denoted by $\bar{\alpha}^i$, is used as the mispricing (alphas) for that portfolio. Likewise, the standard error of the mispricing estimates is calculated as follows:

$$SE(\bar{\alpha}^i) = \frac{SD(\alpha^i)}{\sqrt{n}}$$

where

$$SD(\alpha^i) = \frac{1}{\sqrt{n-1}} \sum_{j=1}^{n} (\alpha_j^i - \bar{\alpha}^i)^2$$

(4.2)
Table 2 and Figure 3 show the mispricing results from the first regression. In terms of mispricing, the learning factor model performs equally or better than Learning-CAPM. The OLS betas result in the highest mispricing level. In order to compare the model’s performance across the portfolios, two summary statistics are reported in these tables. First, the square-root of the mean squared error (RMSE) is calculated. While RMSE has a problem of giving each pricing error an equal weight, it has an intuitively appealing interpretation. The second statistics is CPE (Campbell and Vuolteenaho 2004), which is defined as $\alpha'\Omega^{-1}\alpha$, where $\alpha$ is a vector of the portfolio mispricing $\tilde{\alpha}^i$ and $\Omega$ is a diagonal matrix whose elements are the variance of estimated portfolio returns. This estimate gives less weight to the alphas of high volatile portfolios, so that more balanced comparison is possible.

<table>
<thead>
<tr>
<th></th>
<th>CAPM</th>
<th>Learning-CAPM</th>
<th>LFL-CAPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.6236</td>
<td>0.2458</td>
<td>0.2327</td>
</tr>
<tr>
<td>CPE</td>
<td>0.0306</td>
<td>0.0131</td>
<td>0.0133</td>
</tr>
</tbody>
</table>

The table above shows the RMSE and CPE of the first regression result. Clearly, the result from Learning-CAPM and LFL-CAPM outperforms the original CAPM. One may argue that the success of LFL-CAPM is due to the construction of upcoming betas based on the next-period returns. However, the market’s forecasting ability is the key assumption embedded in the system. If the forecasted betas continue to outperform the long-run betas, then it should be trusted as much as possible. Moreover, it is found that LFL-betas induce lower mispricing $\tilde{\alpha}^i$ than upcoming betas in all of the portfolios tested – even when the impact of the OLS betas are quite high (Figure 3.1). This implies that, just trusting the upcoming betas all the time (in which the case $F_t = 1, \forall t$) is not always the best strategy.

Let’s turn our attention to the actual evolution of factor loadings. Figure 3.1 shows several estimated values for the small value portfolio. This portfolio has the largest impact on betas by the changes in factor
loading. In other words, investors have the most trouble in balancing the long-run and upcoming betas.

For this portfolio, the difference between these two betas are relatively large (compared to the others) so that the optimal factor loading plays a crucial role. Also notice the increasing or decreasing patterns in the factor loading. It indicates that the optimal factor loading has a momentum. For instance, suppose that increasing the factor loading, $F_t$, is proven to be helpful at time $t$. Then, there is a high chance that increasing the factor loading for the next period $t+1$ helps to reduce the pricing error. This momentum phenomenon exists in almost all the portfolios (Figure 4). If there is no momentum in the optimal factor loading, Kalman filter should result in an AR coefficient $\phi$ close to zero or the large variance of the state equation, $\sigma^2_u$. Neither of them is the case as shown in Table 1. This is a critical evidence for LFL model because the market’s forecasted risk – even conditioned on the next-period returns – cannot capture the market behaviors completely.

Figure 3.1: OLS betas, Upcoming betas, LFL-betas, and Factor Loadings. The black line is the OLS betas used as the long-run risk; the blue line represents the upcoming betas; the red line is the LFL-betas obtained by averaging the two previous betas with the factor loadings values, which are shown in dots.

The portfolio of the largest variability is the small growth portfolio followed by the large neutral portfolio. However, for these portfolios, the differences between the long-run and upcoming betas are too small, so that higher factor loading do not affect the resulting LFL-beta that much (Figure 4). This is the problem mentioned in the introduction.
It is unclear what causes this momentum in factor loading. Although the magnitude and frequency of momentum in the factor loading reduce in large/growth portfolios, the patterns are still clear in all of the portfolios (except the large/growth portfolio whose factors loadings are almost constant). With this result, it can be hypothesized that investors’ own expectation and overconfidence on the forecasted risk/returns can account for some of the changes in returns.

Then, what induces the changes in the optimal factor loading? It is believed that the factor loadings are related to some macroeconomic variables. Therefore, the relationship between the factor loadings and the business cycle is investigated. The NBER index for contraction and expansion is used to plot Figure 3.2 and Figure 3.3. Define the transitional periods as shown in the following diagram.

![Figure 3.2: Factor Loading of Small Value Portfolio and the Business Cycle](image-url)
Figure 3.3: Differences in Factor Loading at Lag 1.

Figure 3.2 represents the actual factor loadings while Figure 3.3 is the differences in factor loadings at lag 1, i.e., $F_{t+1} - F_t$. As the graphs shows clearly, the variability in factor loadings are high during the transition period. There is no difference in directional changes between the peak- and trough-transition periods. In other words, investors do not favor either long-run or upcoming betas just because the economy is booming or recessing. As in the case of momentum, the high volatility during the transition period is apparent in all of the portfolios (Figure 5). However, few exceptions are observed when the contracting or expansionary (non-transition) periods last long, for example, over 5 years (red-boxed period in Figure 5). Overall, the movement of the optimal factor loadings reflects a common knowledge that the beginning (or end) of a business cycle is hard to predict.

To summarize, LFL-model performs as equally successful as Learning-CAPM. While the success in reduced mispricing is due to the choice of upcoming betas to some extent, the existence of momentum in the optimal factor loading suggests that, by the upcoming betas itself, cannot describe the market successfully. Finally, it is found that the optimal factor loading is influenced by macroeconomic status; it seems investors having trouble stabilizing the optimal factor loading during the transitional periods.
5. Conclusion

The learning factor loading (LFL) model assumes the situation where investors have certain estimates of long-run and forecasted upcoming risk. While providing no theoretical justification of what constitutes such risk measures, the focus of this paper is to design and examine the evolution of “optimal” factor loading that minimize the pricing error. The model is evolutionary in a sense that the forecasted risk is used in modeling the actual level of risk. This somewhat self-feeding assumption proves to be useful in justifying the momentum in the factor loading. That is, even the forecasted risk based on the actual next-period return cannot explain the market behaviors completely (except the large/growth portfolio).

Upon the certain choice of long-run and forecasted betas, the mispricing is reduced by a quarter although the estimated betas are not large enough to explain the value premiums. In future, it is recommended to reinforce the theoretical aspect of the model; for example, establishing a reasonable model for long-run and forecasted risk.
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Appendix – Kalman Filter

Consider the system of dynamic linear model described in Equation (2.1) and (2.2). Let $\hat{x}_t^-$ denote a priori estimate of a $p\times1$ state variables at time $t$. Likewise, let $\hat{x}_t$ be a posteriori estimate at time $t$. The priori and posteriori estimate errors are

\[
e_t^- = x_t - \hat{x}_t^-,
\]

and

\[
e_t^+ = x_t - \hat{x}_t^+.
\]

Similarly, define priori and posteriori error covariances as follows:

\[
P_t^- = E_t[\hat{e}_t^- \hat{e}_t^-]
\]

\[
P_t^+ = E_t[\hat{e}_t^+ \hat{e}_t^+]
\]

Then, with the initial condition $x_0$ and $\Sigma_0$, the prediction, or time-updating, equations are

\[
\hat{x}_{t+1}^- = \Phi \hat{x}_t
\]

\[
P_{t+1}^- = \Phi P_t \Phi^+ + Q
\]

(A.1)

Note that these equations forward the state and covariance estimates from time $t$ to $t+1$. The measurement update is done through the following equations

\[
K_t = P_t^+ H_t^\top (H P_t^+ H_t + R)^{-1}
\]

\[
\hat{x}_t = \hat{x}_t^- + K_t (y_t - H_t \hat{x}_t^-)
\]

\[
P_t = (I - K_t H_t) P_t^-
\]

(A.2)

The matrix $K_t$ is called Kalman gain. With the innovation to the priori estimates, Kalman gain decides the degree of which the prior estimates should be modified in order to obtain the posterior estimates at time $t$. Finally, the time-updating equations (A.1) apply to compute the priori estimates at $t+1$. 

Appendix – Estimating Upcoming Betas by Bayesian Model

Suppose that investors have an ability to forecast the next-period returns, $R_{t+1}$ and $R_{M,t+1}$. Then, these investors evaluate the upcoming level of risk, $\beta_t$, under the following model:

$$\beta_t = E_i[\beta_{t+1} \mid R_{t+1}, R_{M,t+1}] = \sum_{\forall \beta_j} \beta_t \Pr(\beta_i \mid R_{t+1}, R_{M,t+1})$$  \hspace{1cm} (A.4)

where the conditional distribution of $\beta_{t+1}$ is calculated as follows:

$$\Pr(\beta_i \mid R_{t+1}, R_{M,t+1}) = \frac{\Pr(R_{t+1} \mid \beta_i, R_{M,t+1}) \Pr(\beta_i)}{\sum_{\forall \beta_j} \Pr(R_{t+1} \mid \beta_j, R_{M,t+1}) \Pr(\beta_j)}$$

$$= \frac{\Pr(R_{t+1} \mid \beta_i, R_{M,t+1})}{\sum_{\forall \beta_j} \Pr(R_{t+1} \mid \beta_j, R_{M,t+1})} \hspace{1cm} \text{where } \beta_j \in \{\text{OLS betas}\}$$  \hspace{1cm} (A.5)

$$R_{t+1} \mid \beta_j, R_{M,t+1} \sim N(\beta_j \cdot R_{M,t+1}, \sigma^2)$$

The distribution of the OLS betas is used as the prior distribution of betas. For that reason, $\Pr(\beta_i) = \Pr(\beta_j)$ for all $i$ and $j$. Under CAPM, the distribution of the stock’s return conditioned on the beta and the market return follows a normal distribution. The variance of the OLS beta residuals are used for the conditional standard error. Substituting Equation (A.5) into Equation (A.4), the investors’ estimate of upcoming beta is obtained.
**Figure 1: OLS Beta from Past 60-Months Returns.** These estimates are used as a proxy for the long-run level risk $B_{it}$. Investors perceive these figures as the true level of long-run risk and use them to form the expected factor loading $F_{t+1}^{i}$ for the next period. The black line represents the small-growth portfolio; red is the small-neutral; the small-value is in green. Blue is the large-growth portfolio; purple the large-neutral; finally, the large-value is in cyan.

![OLS Beta Using Past 60-Months Returns](image)

**Figure 2: Learning-CAPM estimates of Long-run and Current Betas.** The graph below shows the long-run and current betas for small value portfolios estimated from Learning-CAPM. Adrian and Franzoni attribute the high level of long-run beta formed in early stage of the sample period to the current higher-than-OLS estimates of betas. The coefficients used are shown in Table 3. Be advised that the regression uses the monthly returns instead of the quarterly returns.

![Adrian’s Learning-CAPM Betas (Small and Value)](image)
Table 1: Parameter Estimates (from 1926 to 2005). For the six size and BE/ME sorted portfolios, the maximum likelihood estimates of the parameters are reported below. The regression is done over the period from 1926 to 2005. It allows enough time for long-term beta to take effect. Some trends are preserved, e.g., high level of variances for small portfolios. Be advised that the standard errors of the given system are estimated instead of the variances. Inside the parenthesis are the standard errors of the estimated values.

<table>
<thead>
<tr>
<th></th>
<th>Small Growth</th>
<th>Small Neutral</th>
<th>Small Value</th>
<th>Large Growth</th>
<th>Large Neutral</th>
<th>Large Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.359 (0.140)</td>
<td>0.360 (0.111)</td>
<td>0.395 (0.111)</td>
<td>0.980 (0.030)</td>
<td>0.418 (0.086)</td>
<td>0.922 (0.024)</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>0.382 (0.041)</td>
<td>0.357 (0.025)</td>
<td>0.401 (0.041)</td>
<td>0.015 (0.013)</td>
<td>0.211 (0.022)</td>
<td>0.137 (0.020)</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>2.762 (0.093)</td>
<td>1.995 (0.066)</td>
<td>2.649 (0.093)</td>
<td>1.057 (0.033)</td>
<td>1.097 (0.046)</td>
<td>2.246 (0.062)</td>
</tr>
</tbody>
</table>

Panel B: Learning Factor Loading Model

<table>
<thead>
<tr>
<th></th>
<th>Small Growth</th>
<th>Small Neutral</th>
<th>Small Value</th>
<th>Large Growth</th>
<th>Large Neutral</th>
<th>Large Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>0.061 (0.021)</td>
<td>0.271 (0.116)</td>
<td>0.271 (0.179)</td>
<td>0.903 (0.597)</td>
<td>0.101 (0.039)</td>
<td>0.015 (0.011)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.971 (0.012)</td>
<td>0.740 (0.120)</td>
<td>0.747 (0.189)</td>
<td>0.301 (0.446)</td>
<td>0.950 (0.013)</td>
<td>0.987 (0.009)</td>
</tr>
<tr>
<td>$\sigma_a$</td>
<td>0.595 (0.083)</td>
<td>0.812 (0.135)</td>
<td>0.584 (0.194)</td>
<td>0.006 (0.345)</td>
<td>0.500 (0.079)</td>
<td>0.112 (0.037)</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>2.680 (0.087)</td>
<td>2.132 (0.058)</td>
<td>2.552 (0.079)</td>
<td>1.013 (0.024)</td>
<td>1.154 (0.030)</td>
<td>2.246 (0.052)</td>
</tr>
</tbody>
</table>

Note: Theoretical Mean of the Factor Loadings.

Under the specification in Equation (3.2) and the assumption of stationary process, the theoretical average, $E[F_t]$, can be found as follows:

$$E[F_{t+1}] = E[\phi \cdot F_t + \omega] = \phi E[F_t] + \omega$$

$$\Rightarrow E[F_t] = \frac{\omega}{1-\phi} \quad \text{because } E[F_{t+1}] = E[F_t] \text{ under stationarity.}$$

Since the factor loadings are updated using Kalman filter, the importance of these theoretical averages diminish by some degree; however, it turns out these theoretical values agree with the actual realizations of the factor loadings – with the exception in the large neutral portfolio.9

<table>
<thead>
<tr>
<th></th>
<th>Small Growth</th>
<th>Small Neutral</th>
<th>Small Value</th>
<th>Large Growth</th>
<th>Large Neutral</th>
<th>Large Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E[F_t]$</td>
<td>2.094</td>
<td>1.041</td>
<td>1.089</td>
<td>1.281</td>
<td>1.998</td>
<td>1.155</td>
</tr>
</tbody>
</table>

9 The theoretical mean of the factor loading of the large neutral portfolio is 1.99. However, the average of the actual evolution is 1.154.
Table 2: Alphas, Betas, and Factor Loading. The following table shows the mispricing results. Across the portfolios, the mispricing based on the OLS betas is the highest. For the most of the portfolios, LFL model outperforms Learning-CAPM in mispricing. However, LFL is less successful in explaining the value premium than Learning-CAPM, but still outperform the OLS betas.

<table>
<thead>
<tr>
<th>Panel A: OLS Based on Past 60 Months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
</tr>
<tr>
<td>αOLS</td>
</tr>
<tr>
<td>β βOLS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Learning-CAPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
</tr>
<tr>
<td>αLearning</td>
</tr>
<tr>
<td>βLearning</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Learning Factor Loading Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth</td>
</tr>
<tr>
<td>αLFL</td>
</tr>
<tr>
<td>βLFL</td>
</tr>
<tr>
<td>βF LFL</td>
</tr>
</tbody>
</table>

Figure 3: Mispricing. The following graph represents Table 2 visually. The learning factor model performs equally or better than Learning-CAPM in terms of mispricing. The mispricing errors from the OLS betas are the highest in all portfolios. The pink lines represent the two standard error bound calculated from OLS beta errors.
Figure 4: LFL Model Betas, and the Factor Loadings. The following figures display the OLS betas (black), the upcoming betas (blue), and the resulting LFL betas (red) from the regression. The factor loadings plotted in dots show how it relates the two given betas.
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Figure 5: Difference in Factor Loading at Lag 1. The trends of high variability in the factor loadings during the transition periods happen across the portfolios. There are two non-transition periods where the factor loadings vary significantly (red boxed). The large growth portfolio is omitted since its lagged-difference is too small.