
Statistics 230A Fall 2006

Homework 2

1. Suppose that in the standard linear model, the design matrix X con-
tains a column of ones. Show that the sum of the residuals from the
least squares fit equals 0.

2. Suppose that the independent variables in a standard least squares
model are replaced by rescaled variables uij = kjxij (for example, cen-

timeters are converted to meters.) Show that Ŷ does not change. Does
β̂ change? (Hint: express the new design matrix in terms of the old
one.)

3. In order to estimate two parameters θ and φ a number of indepen-
dent measurements are taken, each having errors with mean zero and
variance σ2:

(a) n observations have mean θ.

(b) m observations have mean θ − φ.

(c) m observations have mean φ− θ.

Set this up in the form of a standard linear model. What are the least
squares estimates of θ and φ? Find V ar(φ̂), Cov(φ̂, θ̂), and V ar(φ̂− θ̂).
What is the estimate of σ2?

4. For a linear model with Σee = σ2V , where V is a known positive
definite matrix, we have seen how to form the generalized least squares
estimates. How could σ2 be estimated?
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