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This paper will review the design of statistical studies, and comment on the difficulty of
drawing causal inferences from non-experimental data. The most basic design is a comparison of
rates for two groups of subjects. Subjects in one group get the treatment of interest; subjects in the
other group are the controls. The difficulty is ensuring that the groups are similar, apart from the
treatment.

Experiments versus observational studies

In a randomized controlled experiment, the investigators assign the subjects to treatment or
control, for instance, by tossing a coin. In an observational study, the subjects assign themselves.
The difference is crucial, because of confounding. Confounding means a difference between the
treatment group and the control group, other than the causal factor of primary interest. The con-
founder may be responsible for some or all of the observed effect that is of interest.

In a randomized controlled experiment, near enough, chance will balance the two groups.
Thus, confounding is rarely a problem. In an observational study, however, there often are important
differences between the treatment and control groups. That is why experiments provide a more
secure basis for causal inference than observational studies. When there is a conflict, experiments
usually trump observational studies. However, experiments are hard to do, and well-designed
observational studies can be informative. In social science and medicine, a lot of what we know—
or think we know—comes from observational studies.

Most studies on smoking are observational. Taken together, they make a powerful case that
smoking kills. A great many lives have been saved by tobacco control measures which were
prompted by the observational studies. There are a few experiments; the treatments (like counseling)
were aimed at getting smokers to quit. Paradoxically, results from the experiments are inconclusive.

Even with studies on smoking, confounding can be a problem. Smokers die at higher rates
from cirrhosis than non-smokers. Cigarettes cause heart disease and cancer, but they do not cause
cirrhosis. What explains the association? The confounder is drinking. Smokers drink more,
and alcohol causes cirrhosis. Here, confounding can be handled by sorting people into groups
by the amount they drink and the amount they smoke. At each level of drinking, there will be
little association between smoking and the death rate from cirrhosis. By contrast, at each level of
smoking, there will be a strong association between drinking and cirrhosis.

This sort of analysis can be done by cross-tabulation. The key idea is making comparisons
within smaller and more homogeneous groups of subjects. However, large samples are required.
Furthermore, confounding variables are often hard to spot. (Generally, a confounder has to be
associated with the effect, and with the factor thought to be causal.) With more variables, cross-
tabulation gets complicated and the sample gets used up rather quickly. Applied workers may then
try to control for the confounders by statistical modeling, which is our chief topic.
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What is a statistical model?

A statistical model assumes a relationship between the effect and (i) the primary variable
the investigators think of as the cause, as well as (ii) potential confounders. The objective is
to get statistical (if not experimental) control over the confounders, isolating the effect of the
primary variable. Applied workers tend to use relationships that are familiar and tractable; linearity
often plays a key role. Certain numerical features of the model are estimated from the data, for
instance, coefficients in a linear combination of variables. The investigators determine whether
such coefficients are statistically significant, that is, hard to explain by chance. If the coefficient of
the primary variable is significant and has the right sign, the causal hypothesis has been “verified”
by the data analysis.

The search for significance

Significance-testing is an integral part of modeling. This creates problems, because significant
findings can be due to chance. If investigators test at the 5% level, and nothing is going on except
chance variation, then 5% of the “significant” findings will be due to chance. In short, with many
studies and many tests, significant findings are bound to crop up. Journals often look for significant
findings; authors oblige. There is tacit agreement to ignore contradictory results that are found
along the way, and search efforts are seldom reported.

In consequence, published significance levels are very difficult to interpret. Given the null
hypothesis, the chance of a spurious but significant finding can be held to a desired level, like 5%.
Given a significant finding, however, the chance of the null hypothesis being true is ill-defined—
especially when publication is driven by the search for significance.

The validity of the models

Fitting models is justified when the models derive from strong prior theory, or the models can
be validated by data analysis. (This is trickier than it sounds: high R2’s and low P -values don’t
do much to justify causal inference.) In social science and medicine, the picture is often untidy.
Do we have the right variables in the model? Are variables measured with reasonable accuracy?
Is the functional form correct? What about assumptions on error terms? Does causation run in the
direction assumed by the model? These questions seldom have satisfactory answers, and the list of
difficulties can be extended.

Assumptions behind models are rarely articulated, let alone defended. The problem is exacer-
bated because journals tend to favor a mild degree of novelty in statistical procedures. Modeling,
the search for significance, the preference for novelty, and lack of interest in assumptions—these
norms are likely to generate a flood of non-reproducible results. The next section will discuss some
examples of current interest.

Case studies

(i) Vitamins, fruits, vegetables, and a low-fat diet protect in various combinations against can-
cer, heart disease, and cognitive decline, according to many observational studies. After controlling
for confounders by modeling, investigators find reductions in risk that are statistically significant.
Dozens of big experiments have been done to confirm the findings. Surprisingly—or not—the
experiments generally contradict the observational data.
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On balance, vitamin supplements are not beneficial. The low-fat diet rich in fruits and veg-
etables is not beneficial. (By contrast, there is good evidence to show that the Mediterranean diet
does protect against heart failure.) The chief problem with the observational studies seems to be
confounding. People who eat five helpings of fruits and vegetables a day are different from the rest
of us, in ways that are hard to model.

(ii) Hormone replacement therapy protects against heart disease. According to its proponents,

“Consistent evidence from over 40 epidemiologic studies demonstrates that postmenopausal
women who use estrogen therapy after the menopause have significantly lower rates of heart
disease than women who do not take estrogen.”

However, large-scale experiments show that hormone replacement therapy is at best neutral. Again,
the most plausible explanation is confounding. Women who take hormones are different from other
women, in ways that are not picked up by the models.

Medical opinion changes only slowly in response to data. Believers in hormone replacement
therapy claim that if you adjust using the “right” model, the observational studies agree with the
experiments. Skeptics might reply that without the experiments, the modelers wouldn’t know when
to stop. In any case, the degree of agreement between the two kinds of studies is rather imperfect,
even after the modelers have done what they can.

(iii) Get-out-the-vote campaigns. There are many attempts to mobilize voters by non-partisan
telephone canvassing. Do these campaigns increase the rate at which people vote? Statistical
modeling suggests a big effect, but the experimental evidence goes the other way.

(iv) Welfare programs. For two decades, investigators have compared experimental and non-
experimental methods for evaluating job training programs and the like. There are substantial
discrepancies, and there does not seem to be any analytic method that reliably eliminates the biases
in the observational data.

(v) Meta-analysis is often proposed as a way to distill the truth from a body of disparate
studies. Systematic reviews of the literature can be very useful. However, formal meta-analysis of
observational studies—with effect sizes, confidence intervals, and P -values—often comes down
to an unconvincing model for results from other models. Even at that, measurement problems
can be intractable because many published reports lack critical detail. Such difficulties are rarely
acknowledged. And what about unpublished reports? Conventional solutions to the “file drawer”
problem depend on another layer of unconvincing assumptions.

From a critical perspective, a great deal of meta-analysis appears to be problematic. From
another perspective, the software is easy to use, and results are welcome in the journals—especially
when effects are highly significant and go in the right direction. Needless to say, proponents of
vitamins, low fat diets, hormone replacement therapy, matching, modeling, and meta-analysis will
disagree with every syllable (this sentence apart).

How should experimental data be analyzed?

Experimental data are frequently analyzed through the prism of models. This is a mistake,
because randomization does not guarantee the validity of the assumptions. Bias is likely unless the
sample is large, and standard errors are liable to be wrong. Before investigators turn to modeling,
they should be comparing rates or averages in the treatment group and the control group.
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As is only to be expected, experiments have problems of their own. One is crossover. Subjects
assigned to treatment may refuse, while subjects assigned to control may insist on doing something
else. The intention-to-treat analysis compares results for those assigned to the treatment group with
those assigned to the control group. This should be the primary analysis, because it avoids bias by
taking advantage of the experimental design.

Intention-to-treat measures the effect of assignment rather than treatment itself. Under some
circumstances, the effect of treatment can be estimated, even if there is crossover. After the intention-
to-treat tables, there is room for secondary analyses that might illuminate the results or generate
hypotheses for future investigation. For instance, investigators might fit models, or look for sub-
groups of subjects with unusually strong responses to treatment.

What about subgroup analysis?

Richard Peto says that you should always do subgroup analysis and never believe the results.
(The same might be true of modeling.) In a large-scale study, whether experimental or observa-
tional, the principal tables should be specified in advance of data collection. After that, of course,
investigators should look at their data and report what they see. However, the analyses that were
not pre-specified should be clearly differentiated from the ones that were. Such recommendations
might even apply to small-scale studies, although repeating the study may be an adequate corrective.

Whose data are they anyway?

Social scientists are often generous in sharing their data. However, replicating the results—
in the narrow sense of reproducing the coefficient estimates—is seldom possible. The data have
been cleaned up, the exact form of the equations has been lost. . . . In the medical sciences, it is
seldom possible to get the data, or even any detail on the modeling, except for the version number
of the statistical package. Studies are often run according to written protocols, which is good,
but deviations from protocol are rarely noted. Some agencies make data available to selected
researchers for further analysis, but the conditions are very restrictive. There is no excuse for this
state of affairs.

The equations and the data should be archived and publicly available. The scope of data
analysis should not be restricted. Confidentiality of personal information needs to be protected, but
this is a tension that can be resolved. Deviations from protocol should be disclosed, like the search
efforts. Assumptions should be identified. Journal articles should explain which assumptions have
been tested, and why untested assumptions are plausible. Authors have responsibilities here; so do
the journals and the funding agencies. Empirical studies are expensive, and they are usually funded
by tax dollars. Why shouldn’t taxpayers have access to the data? Even if crass arguments about
money are set aside, isn’t transparency a basic scientific norm?

Peer review takes care of it?

Some experts think that peer review validates published research. For those of us who have
been editors, associate editors, reviewers, or the targets of peer review, this argument may ring
hollow. Even for careful readers of journal articles, the argument may seem a little farfetched.
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The perfect is the enemy of the good?

There are defenders of the research practices criticized here. What do they say? Some maintain
there is no need to worry about multiple comparisons. Indeed, worrying in public reduces the power
of the studies, and impedes (i) the ability of the epidemiologist to protect the public, or (ii) the ability
of the social scientist to assist the decision-maker. Only one thing is missing: an explanation of
what the P -values might mean.

Other defenders love to quote variations on George Box’s old saw. No model is perfect, but
some models are useful. A moment’s thought generates some uncomfortable questions. Useful
to whom, and for what? How would the rest of us know? If models could be calibrated in some
way, objections to their use would be much diminished. (As ongoing scholarly disagreements
might suggest, calibration is not the easiest of tasks in medicine and the social sciences.) Until a
happier future arrives, imperfections in models require further thought, and routine disclosure of
imperfections would be helpful. A watermark might be a good interim step.
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