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By Martin Möhle and Serik Sagitov1
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We consider a class of haploid population models with nonoverlapping
generations and fixed population size N assuming that the family sizes
within a generation are exchangeable random variables. A weak conver-
gence criterion is established for a properly scaled ancestral process as
N → ∞. It results in a full classification of the coalescent generators in
the case of exchangeable reproduction. In general the coalescent process
allows for simultaneous multiple mergers of ancestral lines.

1. Introduction and motivation. Cannings (1974, 1975) introduced a
certain class of haploid population models with fixed population size N ∈
� �= �1�2� � � �� and nonoverlapping generations r ∈ �0 �= �0�1�2� � � ��. As
our interest is in ancestral population genetics, the generations are labelled
backwards in time; that is, r = 0 is the current generation, r = 1 brings
us one generation backward in time and so on. Each model in this class is
characterized by a family of random variables �ν�r	i �, i ∈ �1� � � � �N�, r ∈ �,

where ν�r	i denotes the number of offspring of the ith individual alive in the
rth generation. As the population size is fixed the condition

ν
�r	
1 + · · · + ν

�r	
N =N� r ∈ �(1)

has to be satisfied. Cannings assumed that the reproduction law does not
change and is independent from generation to generation; that is:

(I) The offspring vectors �ν�r	1 � � � � � ν
�r	
N 	, r ∈ �, are independent and identi-

cally distributed

and that the individuals present at a given generation have the same propen-
sity to reproduce; that is:

(II) For each fixed r ∈ � the family sizes ν�r	1 � � � � � ν
�r	
N are exchangeable.

For convenience the notation νi �= ν
�1	
i , i ∈ �1� � � � �N� is used. Recall that (II)

ensures that the distribution of the random vector �νi1� � � � � νik	 with pairwise
distinct indices depends only upon k and not upon the particular set of indices.
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We are interested in the asymptotics of the genealogical structure in such
a population in the spirit of Kingman (1982a, b, c). Fix n ≤ N and sample
n individuals at random from the 0th generation. Let �r denote the equiv-
alence relation which contains the pair �i� j	 if and only if the ith and the
jth individual of this sample have a common ancestor in the rth generation
backwards in time. The assumption (I) ensures that the so-called ancestral
process ��r	r∈�0

is a time homogeneous Markov chain with the state space

�n = the set of all equivalence relations on �1� � � � � n�
and the initial value �0 = ξ0,

ξ0 = �all equivalence classes are singletons �i�� i = 1� � � � � n��(2)

Since the transition probability pξη �= P��r = η �r−1 = ξ	 is equal to zero
for ξ �⊆ η, the focus will be on such pairs ξ�η ∈ �n that ξ ⊆ η. The relation
ξ ⊆ η implies that every equivalence class of η is either a union of several
equivalence classes of ξ or coincides with an equivalence class of ξ. Reflecting
this observation, write a for the number of η-classes and b = b1 + · · · + ba
for the number of ξ-classes, where b1 ≥ · · · ≥ bg ≥ 2 are ordered group sizes
of merging ξ-classes and bg+1 = · · · = ba = 1. Notice that g = 0 if ξ = η
and g ≥ 1 if ξ ⊂ η. With this notation it follows from the assumption (II)
via a combinatorial “putting balls into boxes” argument that the transition
probability is given by

pξη = 1
�N	b

N∑
i1�����ia=1
all distinct

E��νi1	b1 · · · �νia	ba	 =
�N	a
�N	b

E��ν1	b1 · · · �νa	ba	�(3)

where �N	b �=N�N− 1	 · · · �N− b+ 1	.
Let cN denote the probability that two individuals, chosen randomly with-

out replacement from some generation, have a common ancestor one genera-
tion backwards in time, that is,

cN �= 1
�N	2

N∑
i=1

E��νi	2	 =
E��ν1	2	
N− 1

= Var�ν1	
N− 1

= 1− E�ν1ν2	�(4)

where the formula E�ν1	 = 1 has been used. This probability, called the coa-
lescence probability is of fundamental interest in the coalescent theory as c−1N
is the proper time scale to get convergence to the coalescent [it is only natural
to assume that cN > 0 for sufficiently large N because the case cN = 0 corre-
sponds to the trivial reproduction law P�ν1 = 1� � � � � νN = 1	 = 1]. The coales-
cence probability is also important as it is directly connected via cN = 1− λ2
to the eigenvalue λ2 �= E�ν1ν2	 of the transition matrix of the descendant pro-
cess, that is, the genealogical process looking forwards in time [see Cannings
(1974)].

Kingman (1982b) has shown that given supN E�νk1 	 <∞, k ≥ 2 (this holds,
e.g., for the Moran model and the Wright–Fisher model) the convergence of
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finite-dimensional distributions

���t/cN�	t≥0 → �Rt	t≥0� N→ ∞(5)

takes place. The limit process �Rt	t≥0, the so-called (standard) n-coalescent
process, is a continuous time Markov chain with state space �n, initial state (2)
and infinitesimal generator Q = �qξη	ξ�η∈�n given by

qξη �=


−ξ�ξ − 1	/2� if ξ = η,
1� if ξ ≺ η,
0� otherwise,

(6)

where ξ ≺ ηmeans that ξ ⊂ η, g = 1 and b1 = 2; that is, during the transition
exactly two ancestral lines merge together.

The convergence (5) is based on the asymptotic formula

pξη = δξη + cN qξη + o�cN	� ξ� η ∈ �n�(7)

which is often written in matrix notation

PN = I+ cNQ+ o�cN	�(8)

wherePN �= �pξη	ξ�η∈�n denotes the transition matrix of the ancestral process.
In Möhle (1998, 1999) Kingman’s result was extended beyond the framework
of exchangeable population models and it was shown that (5) holds even in
the sense of the weak convergence of stochastic processes.

Recently a richer class of the coalescent generators Q allowing for multiple
mergers with g = 1 and b1 ≥ 2 was found independently by Pitman (1999)
and Sagitov (1999). A member Q of this class is characterized by a probability
measure F on the unit interval �0�1� via the formula

qξη =



−
∫
�0�1�

1− �1− x	b−1�1− x+ bx	
x2

F�dx	� if ξ = η,∫
�0�1�

xb1−2�1− x	b−b1 F�dx	� if ξ ⊂ η, g = 1,

0� otherwise.

(9)

For example if F is uniformly distributed on �0�1� then the generator Q cor-
responds to the clustering process recently constructed by Bolthausen and
Sznitman (1998) in the context of Ruelle’s probability cascades. The generator
(9) is equal to the generator (6) of the standard n-coalescent if and only if the
probability measure F = δ0 is concentrated in zero.

The present paper is based upon an instrumental development of Möhle and
Sagitov (1998) of the method of Sagitov (1999). We establish a general coales-
cent structure allowing for simultaneous mergers of ancestral lines (g ≥ 1).
Due to the main result of this paper, Theorem 2.1, in general, a coalescent gen-
erator Q = �qξη	ξ�η∈�n is characterized by a sequence of symmetric measures
Fr, r ∈ �, where each Fr is concentrated on the simplex

 r �= ��y1� � � � � yr	 ∈ �0�1�r y1 + · · · + yr ≤ 1�
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with

1 = F1� 1	 ≥ F2� 2	 ≥ · · · �(10)

If ξ ⊂ η, then the corresponding entry has the form

qξη =
��a+g	/2�∑
r=g

∫
 r

x
b1−2
1 · · ·xbg−2g T

�r	
g�a−g�x1� � � � � xr	Fr�dx1� � � � � dxr	�(11)

Here the set of polynomials

T
�r	
j�s�x1� � � � � xr	� 1 ≤ j ≤ r� r ∈ �� s ∈ �0(12)

is defined explicitly by the formula

T
�r	
r� s�x1� � � � � xr	 = �1− x1 − · · · − xr	s(13)

and

T
�r	
r−j� s�x1� � � � � xr	

= �−1	j+1
ij+1−2∑
ij=2j−1

· · ·
i2−2∑
i1=1

j∏
k=0

ik

(
1−

r−k∑
i=1

xi

)ik+1−ik−2
� j = 1� � � � � r�

(14)

where i0 = −1 and ij+1 = s+ 1. Note that this implies T�r	
r−j� s ≡ 0 for s < 2j.

The diagonal entries of Q are given by

qξξ = −
b−1∑
j=1

j
��j+1	/2�∑
r=1

∫
 r

T
�r	
1� j−1�x1� � � � � xr	Fr�dx1� � � � � dxr	�(15)

Another representation for the diagonal entries is given at the end of Section 3.
Observe that in the case whenF2� 2	 = 0 the formulas (11), (15) andT�1	

1� s�x	 =
�1− x	s bring us back to (9) with F = F1.

The article is organized as follows. Section 2 presents the results and gives
some intuitive explanations, while the rigorous proofs are given in Sections 3
and 4. A concrete example connected to the Wright–Fisher model is presented
in Section 5. The last section gives some historical perspectives and puts
the coalescent with simultaneous multiple collisions in the context of recent
research and developments in coalescent theory.

2. Aweak convergence criterion. This section presents the main result
of the paper, Theorem 2.1, which shows that the formulas (11) and (15) fully
describe the class of coalescent generators for the population models with
exchangeable reproduction. The central condition of Theorem 2.1 requires the
existence of the limits

lim
N→∞

E��ν1	k1 · · · �νj	kj	
Nk1+···+kj−jcN

= φj�k1� � � � � kj	(16)
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for all j ∈ � and k1 ≥ · · · ≥ kj ≥ 2. To justify the denominator in the l.h.s. of
(16), turn to the chain of inequalities

N∑
i1�����ij=1
all distinct

�νi1	k1 · · · �νij	kj

≤
N∑

i1�����il=1
all distinct

�νi1	m1
ν
k1−m1
i1

· · · �νil	ml
ν
kl−ml

il

N∑
il+1�����ij=1

ν
kl+1
il+1

· · · νkjij

≤
N∑

i1�����il=1
all distinct

�νi1	m1
Nk1−m1 · · · �νil	ml

Nkl−ml�ν1 + · · · + νN	kl+1+···+kj

= Nk1+···+kj

Nm1+···+ml

N∑
i1�����il=1
all distinct

�νi1	m1
· · · �νil	ml

�

(17)

where l ≤ j, k1 ≥ m1 ≥ 1� � � � � kl ≥ ml ≥ 1. With l = 1 and m1 = 2 it entails
that in general

lim sup
N→∞

E��ν1	k1 · · · �νj	kj	
Nk1+···+kj−jcN

≤ 1� k1 ≥ · · · ≥ kj ≥ 2�

Relation (17) implies also that the set of the limits (16) is monotone:

φj�k1�����kj	≤φl�m1�����ml	 whenever j≥l� k1≥m1�����kl≥ml�(18)

Theorem 2.1. If the limits �16	 exist for all j ∈ � and k1 ≥ · · · ≥ kj ≥ 2,
then for each sample size n ∈ � the asymptotic formula �8	 holds with Q =
�qξη	ξ�η∈�n defined by �11	 and �15	. The corresponding symmetric measures
Fr, r ∈ � are uniquely determined via their moments∫

 r

x
k1−2
1 ···xkr−2r Fr�dx1�����dxr	=φr�k1�����kr	� k1≥···≥kr≥2�(19)

Conversely, if �8	 holds, then all the limits �16	, j ∈ �, k1 ≥ · · · ≥ kj ≥ 2, exist.
Given �8	 and

lim
N→∞

cN = c� c > 0�

the ancestral process ��r	r∈�0
converges weakly to a discrete time Markov chain

�Rr	r∈�0
with the initial state �2	 and the transition matrix I+ cQ.

In the case

lim
N→∞

cN = 0

the asymptotic formula �8	 implies the convergence �5	 in the Skorohod sense,
where the limit coalescent process �Rt	t≥0 is a continuous time Markov chain

with the initial state �2	 and the transition matrix etQ.
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Condition (16) for an arbitrary fixed j ∈ � has the following two equivalent
versions (cf. Section 4 for the proof). One version of (16) is just a restatement
in terms of the central moments for the joint distribution of the family sizes

lim
N→∞

E��ν1 − 1	k1 · · · �νj − 1	kj	
Nk1+···+kj−jcN

= φj�k1� � � � � kj	� k1 ≥ · · · ≥ kj ≥ 2�(20)

The other equivalent version of (16) requires the existence of a symmetric
measure Fj defined on the simplex  j such that

lim
N→∞

E��ν1	2 · · · �νj	2	
NjcN

= Fj� j	(21)

(which is obviously true for j = 1), and

lim
N→∞

Nj

cN
P�ν1 > Nx1� � � � � νj > Nxj	 =

∫ 1

x1

· · ·
∫ 1

xj

Fj�dy1� � � � � dyj	
y2
1 · · ·y2

j

�(22)

holding for all points �x1� � � � � xj	 of continuity for the measure Fj.
Versions (21) and (22) bring the following picture of the asymptotic coales-

cent structure. Call large every family whose size is of order N. Obviously,
every large family with a positive probability embraces two or more sampled
ancestral lines (in other words, begets a multiple merger). Due to the condition

lim
N→∞

Nc−1N P�ν1 > Nx1	 =
∫ 1

x1

y−2F1�dy	�

a finite number of large families is encountered with a positive probability
while scanning N generations in the population.

A large family caused by a multiple merger might, in a sense, trigger a chain
reaction of mergers within the same generation. To see this, observe that the
total number of families in a generation is equal to N and the relation

lim
N→∞

NP�ν2 > Nx2  ν1 > Nx1	 =
∫ 1
x1

∫ 1
x2
y−2
1 y−2

2 F2�dy1� dy2	∫ 1
x1
y−2F1�dy	

indicates to the possibility that we might encounter another large family out-
side the initial one provided F2� 2	 > 0. Furthermore, if F3� 3	 > 0, the
second large family leaves room for the third one:

lim
N→∞

NP�ν3 > Nx3  ν1 > Nx1� ν2 > Nx2	

=
∫ 1
x1

∫ 1
x2

∫ 1
x3
y−2
1 y−2

2 y−2
3 F3�dy1� dy2� dy3	∫ 1

x1

∫ 1
x2
y−2
1 y−2

2 F2�dy1� dy2	
and so on. This imaginary chain reaction of mergers (there is no real order for
the mergers happening within one generation) is bound to stop after a random
number of rounds because the population of size N might host only a finite
number of large families [given Fl+1� l+1	 = 0 this number of rounds never
exceeds l].
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Remark. According to Theorem 2.1 we have Fr� r	 = φr�2� � � � �2	 so that
(10) follows from (18). Note that Fl+1� l+1	 = 0 in particular when the ran-
dom variables �ν1	2 · · · �νl	2 and �νl+1	2 are not positively correlated, provided
limN→∞ cN = 0. Indeed in this case,

E��ν1	2 · · · �νl+1	2	 ≤ E��ν1	2 · · · �νl	2	 · E��ν1	2	 ≤
N2lcN
�N	l

·NcN

and hence

Fl+1� l+1	 = φl+1�2� � � � �2	 = lim
N→∞

E��ν1	2 · · · �νl+1	2	
Nl+1cN

≤ lim
N→∞

cN = 0�

3. The proof of the criterion.

Lemma 3.1. If the limits �16	 exist for some j ∈ �, then there exists a
measure Fj uniquely determined on the simplex  j by its moments �19	.

Proof. If φj�2� � � � �2	 = 0 then (19) implies Fj� j	 = 0. In the case
φj�2� � � � �2	 > 0 we have E��ν1	2 · · · �νj	2	 > 0 for sufficiently large N. Let
Y1� j� � � � �Yj�j be the random variables with the joint distribution

P�Y1�j=i1�����Yj�j=ij	 �=
�i1	2 ···�ij	2

E��ν1	2 ···�νj	2	
P�ν1=i1�����νj=ij	�(23)

where i1� � � � � ij ∈ �2� � � � �N�. The representation

E
(
Y
k1
1�j · · ·Y

kj
j�j

)
= ∑

i1�����ij

�i1	k1 · · · �ij	kj�i1	2 · · · �ij	2
E��ν1	2 · · · �νj	2	

P�ν1 = i1� � � � � νj = ij	

= E��νk1+21 − ν
k1+1
1 	 · · · �νkj+2j − ν

kj+1
j 		

E��ν1	2 · · · �νj	2	
in view of the equation tk = ∑k

l=1�t	lSkl, t ∈ �, k ≥ 1 (Skl are the Stirling
numbers of the second kind) leads to

lim
N→∞

E
((

Y1�j

N

)k1
···
(
Yj�j

N

)kj) �16	= φj�k1+2�����kj+2	
φj�2�����2	

� k1�����kj∈�0�(24)

This convergence of moments implies [see Feller (1971), Chapter 8, Section 1]
the weak convergence of the probability distributions on  j:

P

(
Y1� j

N
∈ dy1� � � � �

Yj�j

N
∈ dyj

)
→ Pj�dy1� � � � � dyj	� N→ ∞�(25)

Comparison between (24) with (25) shows that (19) holds with

Fj�dx1� � � � � dxj	 = φj�2� � � � �2	 ·Pj�dx1� � � � � dxj	�
The uniqueness of Fj is because the limit moments (24) fully characterize the
probability measure Pj. ✷
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Definition 3.2. For j ∈ �, k1� � � � � kj ≥ 2 and s ∈ �0 define

ψj�s�k1� � � � � kj	 �= lim
N→∞

E��ν1	k1 · · · �νj	kjνj+1 · · · νj+s	
Nk1+···+kj−jcN

as long as this limit exists.

Lemma 3.3. The following recursion over s holds:

ψj� s+1�k1� � � � � kj	

= ψj� s�k1� � � � � kj	 −
j∑
i=1

ψj� s�k1� � � � � ki−1� ki + 1� ki+1� � � � � kj	

− sψj+1� s−1�k1� � � � � kj�2	
for all j ∈ �, k1� � � � � kj ≥ 2 and all s ∈ �0.

Proof. Take the l.h.s. and the r.h.s. in the following chain of equalities:

�N− j− s	E��ν1	k1 · · · �νj	kjνj+1 · · · νj+s+1	
�II	= E��ν1	k1 · · · �νj	kjνj+1 · · · νj+s�νj+s+1 + · · · + νN		
�1	= E��ν1	k1 · · · �νj	kjνj+1 · · · νj+s�N− ν1 − · · · − νj+s		

= E

(
�ν1	k1 · · · �νj	kjνj+1 · · · νj+s

(
N− �k1 + · · · + kj	 − s

−
j∑
i=1

�νi − ki	 −
j+s∑
i=j+1

�νi − 1	
))

= �N− �k1 + · · · + kj	 − s	E��ν1	k1 · · · �νj	kjνj+1 · · · νj+s	

−
j∑
i=1

E��ν1	k1 · · · �νi	ki+1 · · · �νj	kjνj+1 · · · νj+s	

− sE��ν1	k1 · · · �νj	kj�νj+1	2νj+2 · · · νj+s	�

and divide them byNk1+···+kj+1−jcN. After lettingN→ ∞ we get the asserted
recursion equation. ✷

Lemma 3.4. The polynomials �12	 defined by relations �13	 and �14	 satisfy

T
�r	
r� s+1�x1� � � � � xr	 =

(
1−

r∑
i=1

xi

)
T

�r	
r�s�x1� � � � � xr	(26)

and for j = 1� � � � � r− 1,

T
�r	
j� s+1�x1� � � � � xr	 =

(
1−

j∑
i=1

xi

)
T

�r	
j�s�x1� � � � � xr	− sT�r	

j+1�s−1�x1� � � � � xr	�(27)
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Proof. Formula (26) is obvious in view of (13). To verify (27) rewrite it as

T
�r	
r−j� s+1�x1� � � � � xr	 =

(
1−

r−j∑
i=1

xi

)
T

�r	
r−j�s�x1� � � � � xr	 − sT

�r	
r−j+1� s−1�x1� � � � � xr	

and apply (14). ✷

Lemma 3.5. If the limits �16	 exist for all j ∈ �, then

ψj� s�k1� � � � � kj	 =
∑
r≥j

∫
 r

x
k1−2
1 · · ·xkj−2j T

�r	
j� s�x1� � � � � xr	Fr�dx1� � � � � dxr	

for all j ∈ �, k1� � � � � kj ≥ 2 and all s ∈ �0.

Proof. We use induction over s. The case s = 0 follows from the equality

ψj�0�k1� � � � � kj	 = φj�k1� � � � � kj	
�19	=

∫
 j

x
k1−2
1 · · ·xkj−2j Fj�dx1� � � � � dxj	�

Lemmas 3.3 and 3.4 ensure that the induction assumption implies the asserted
formula

ψj�s+1�k1� � � � � kj	

L�3�3= ψj� s�k1� � � � � kj	 −
j∑
i=1

ψj� s�k1� � � � � ki−1� ki + 1� ki+1� � � � � kj	

− sψj+1� s−1�k1� � � � � kj�2	

ind= ∑
r≥j

∫
 r

x
k1−2
1 · · ·xkj−2j

(
1−

j∑
i=1

xi

)
T

�r	
j� s�x1� � � � � xr	Fr�dx1� � � � � dxr	

− s ∑
r≥j+1

∫
 r

x
k1−2
1 · · ·xkj−2j T

�r	
j+1� s−1�x1� � � � � xr	Fr�dx1� � � � � dxr	

L�3�4= ∑
r≥j

∫
 r

x
k1−2
1 · · ·xkj−2j T

�r	
j� s+1�x1� � � � � xr	Fr�dx1� � � � � dxr	� ✷

To finish the proof of Theorem 2.1, turn to the equality

qξη = lim
N→∞

pξη

cN

�3	= lim
N→∞

�N	a
�N	bcN

E��ν1	b1 · · · �νg	bgνg+1 · · · νa	(28)

= lim
N→∞

E��ν1	b1 · · · �νg	bgνg+1 · · · νa	
Nb−acN

= ψg�a−g�b1� � � � � bg	�

saying that for any pair ξ ⊂ η the l.h.s. and the r.h.s. exist or do not exist
simultaneously and coincide when they exist.



1556 M. MÖHLE AND S. SAGITOV

Assume that the limits (16) exist for all j ∈ �. Then according to Lemma
3.5 and (28) the formula (7) with (11) is valid for all ξ ⊂ η. The quantities
γb �= limN→∞�1−E�ν1 · · · νb		/cN satisfy the recursion γb+1 = γb+ bψ1� b−1�2	.
Thus (15) follows from

qξξ = −γb = −
b−1∑
j=1

jψ1�j−1�2	

and Lemma 3.5. Hence the asymptotic formula (8) holds. Conversely, if the
asymptotic formula (8) holds, then the existence of all the limits (16), j ∈ �,
k1 ≥ · · · � kj ≥ 2, follows from the equality

φj�b1� � � � � ba	 = ψg�0�b1� � � � � bg	
�28	= qξη�

which holds provided a = g. Assume now that (8) holds and that the limit
c �= limN→∞ cN exists. If c > 0 then the asymptotic formula (8) is equiva-
lent to limN→∞ PN = I + cQ and the convergence of the finite-dimensional
distributions of ��r	r∈�0

follows immediately. The weak convergence is also
established as for processes with time-set �0 the convergence of the finite-
dimensional distributions is equivalent to the weak convergence [Billingsley
(1968), page 19]. Assume now that c = 0. Then

∣∣∣∣P�t/cN�
N − �I+ cNQ	�t/cN�∣∣∣∣ ≤ t

cN
PN − �I+ cNQ	 = t

∣∣∣∣
∣∣∣∣PN − I

cN
−Q

∣∣∣∣
∣∣∣∣

converges to zero as N tends to infinity and hence

lim
N→∞

P
�t/cN�
N = lim

N→∞
�I+ cNQ	�t/cN� = etQ�

Thus the convergence of the finite-dimensional distributions of the time-scaled
ancestral process ���t/cN�	t≥0 follows immediately. The convergence (5) in the
Skorohod sense, that is, in D�n

��0�∞		, is obtained as in Möhle (1999). ✷

Remark. In this remark another representation for the diagonal entries
qξξ is derived. For ξ ∈ �n with b �= ξ it follows that

qξξ = − ∑
η∈�n
ξ⊂η

qξη

= −
b−1∑
a=1

∑
b1≥···≥ba≥1
b1+···+ba=b

b!
b1! · · · ba!n1! · · ·nb!

qξη

= −
�b/2�∑
g=1

b−g∑
a=g

∑
b1≥···≥bg≥2

b1+···+bg=b−�a−g	

b!
b1! · · · bg!�a− g	!n2! · · ·nb!

qξη�
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where nl �= �i ∈ �1� � � � � a�  bi = l� denotes the number of bi’s equal to l,
l ∈ �1� � � � � b�. Thus (11) entails

qξξ = −
�b/2�∑
g=1

b−g∑
a=g

��a+g	/2�∑
r=g

∫
 r

S
�r	
g�a−g�x1� � � � � xr	Fr�dx1� � � � � dxr	�

where

S
�r	
g� s�x1� � � � � xr	 =

∑
b1≥···≥bg≥2

b1+···+bg=b−g

b!xb1−21 · · ·xbg−2g T
�r	
g�s�x1� � � � � xr	

b1! · · · bg! s!n2! · · ·nb!
�

4. The equivalence of (16), (20), (21) and (22). Fix some j ∈ �. Here
we show the equivalence of the conditions (16), (20), (21) and (22) with the
measure Fj and the function φj being linked by (19).

(16) ⇔ (20). The proof of this equivalence is based on the decomposition

�ν1	k1 · · · �νj	kj =
k1∑
i1=1

· · ·
kj∑
ij=1

αi1�����ij �ν1 − 1	i1 · · · �νj − 1	ij �(29)

where the αi1�����ij are some finite coefficients and αk1�����kj = 1. It suffices to
verify that

E��ν1 − 1	i1 · · · �νl − 1	il	 = o�Nk1+···+kj−jcN	� N→ ∞(30)

for all �i1� � � � � il	 ∈ �1� � � � � k1�×· · ·×�1� � � � � kl�\��k1� � � � � kl	�� 1 ≤ l ≤ j, k1 ≥
· · · ≥ kj ≥ 2.

To prove (30) notice first that E�ν1 − 1	 = 0, E��ν1 − 1	2	 = E��ν1	2	 =
�N − 1	cN. Turning to a counterpart of (17) for E�ν1 − 1	i1 · · · �νl − 1	il  we
see that (30) is true when at least one ir is greater than or equal to 2. In the
remaining case i1 = · · · = il = 1 the equality chain

�N− l+ 1	E�ν1 − 1	 · · · �νl − 1	
�II	= E��ν1 − 1	 · · · �νl−1 − 1	��νl − 1	 + · · · + �νN − 1			
�1	= −E��ν1 − 1	 · · · �νl−1 − 1	��ν1 − 1	 + · · · + �νl−1 − 1			
= −�l− 1	E��ν1 − 1	2�ν2 − 1	 · · · �νl−1 − 1		

ends with a term o�NcN	 in accordance with the previous argument.
Thus (30) holds and we can conclude from (29) that for any fixed set of

indices k1 ≥ · · · ≥ kj ≥ 2 the two limits (16) and (20) are equal when they exist
with the existence of one entailing the existence of the other. This conclusion
is slightly stronger than the asserted equivalence. ✷

(16) ⇔ (21) and (22). Due to Lemma 3.1 the condition (16) is equivalent to
the weak convergence of probability measures (25) so that the problem can
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be replaced by (25) ⇔ (21) and (22). The latter equivalence follows from the
equality

P�ν1 > Nx1� � � � � νj > Nxj	 =
∫ 1

x1

· · ·
∫ 1

xj

P

(
ν1
N

∈ dy1� � � � �
νj

N
∈ dyj

)

�23	= N−2jE��ν1	2 · · · �νj	2	
∫ 1

x1

· · ·
∫ 1

xj

P
(
Y1� j

N
∈ dy1� � � � �

Yj�j

N
∈ dyj

)
y1
(
y1 − 1

N

) · · ·yj(yj − 1
N

) � ✷

5. The Wright–Fisher model as a limit. Recall that the Wright–Fisher
model describes a population of a fixed size (say l), where every individual
chooses its parent at random among l individuals constituting the previous
generation. Here we discuss a simple exchangeable population model whose
time-scaled ancestral process converges to the ancestral process of the Wright–
Fisher model.

Take a fixed constant 1 ≤ l ≤ N/2 and consider such an exchangeable
population model that in each generation exactly l families are of size �N/l�
while other family sizes are zeros and ones. In this case,

P�ν1 = · · · = νl = �N/l�� νl+1 = · · · = νl+l1 = 1� νl+l1+1 = · · · = νN = 0	

= 1(
N
l

)(
N−l
l1

) = l!l1!
�N	l+l1

�

where l1 �=N− l�N/l�. It follows that

E��ν1	k1 · · · �νj	kj	 ∼ �l	j
�N	j

(
N

l

)
k1

· · ·
(
N

l

)
kj

� N→ ∞

for all k1� � � � � kj ≥ 2 and hence

c �= lim
N→∞

cN = 1/l�

This entails

φj�k1� � � � � kj	 = lim
N→∞

E��ν1	k1 · · · �νj	kj	
Nk1+···+kj−jcN

= �l	jl1−k1−···−kj �

Thus for this particular model the limit measure Fj assigns its total mass
φj�2� � � � �2	 = �l	jl1−2j to the single point �1/l� � � � �1/l	 ∈ �j being a zero
measure for j > l. Now using Lemma 3.3 and induction over s we can show
that

ψj� s�k1� � � � � kj	 = �l	j+sl1−s−k1−···−kj �(31)
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The case s = 0 follows from ψj�0�k1� � � � � kj	 = φj�k1� � � � � kj	 = �l	jl1−k1−···−kj .
The step from s to s+ 1 is given by

ψj� s+1�k1� � � � � kj	 L�3�3= �l	j+sl1−s−k −
j∑
i=1

�l	j+sl−s−k − s�l	j+sl−s−k

= �l	j+sl−s−k�l− j− s	 = �l	j+s+1l1−�s+1	−k�

where k �= k1 + · · · + kj. We conclude that for ξ ⊂ η,

qξη
�28	= ψg�a−g�b1� � � � � bg	

�31	= �l	al1−�a−g	−b1−···−bg = �l	al1−b

so that the transition matrix . = I+cQ for the limit Markov chain has entries
πξη = �l	al−b for ξ ⊂ η and the resulting coalescent process coincides with the
ancestral process for the Wright–Fisher model with the population size l.

As l tends to infinity, the generator Q converges to the generator of the
standard n-coalescent in agreement with the weak convergence of the measure
F1 to the point measure in zero. For j > 1 the total mass of Fj converges to
zero as l tends to infinity.

To generalize our example take an integer valued random variable LN with

P�1 ≤ LN ≤N/2	 = 1� N ∈ �

and conditional on �LN = l�, l ∈ � define a population model as before.
Assuming that LN converges weakly as N tends to infinity to some random
variable L, we deduce

φj�k1� � � � � kj	 = lim
N→∞

E��ν1	k1 · · · �νj	kj	
Nk1+···+kj−jcN

= lim
N→∞

N/2∑
l=1

E��ν1	k1 · · · �νj	kj LN = l	
Nk1+···+kj−jcN

P�LN = l	

=
∞∑
l=1

�l	jl1−k1−···−kjP�L = l	 = E��L	jL1−k1−···−kj	

and

c �= lim
N→∞

cN = E�1/L	�

Note that the last expectation is positive even if we allow for the possibility
0 ≤ P�L = ∞	 < 1. In particular, if L − 1 has a Poisson distribution with
parameter λ > 0, then

c =
∫ 1

0
E�xL−1	dx =

∫ 1

0
eλ�x−1	 dx = 1− e−λ

λ
�

For the generalized example it follows that the entries of the limit generator
Q are given by qξη = E��L	aL1−b	 and the transition matrix . = I + cQ

for the limit Markov chain has entries πξη = E�1/L	E��L	aL1−b	 for ξ ⊂ η.
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The resulting coalescent process depends on the observed value of the limit
random variable L. If L = l <∞, the coalescent is the ancestral process of the
Wright–Fisher model with the population size l. When L = ∞ the sampled
ancestral lines never merge.

6. Discussion, historical perspectives and recent developments.
Coalescent theory has its origin in physics and in genetics. In statistical
physics models are studied where objects of different masses move in space.
When two objects, of masses x and y say, come close they may coalesce into
one object of mass x + y. A rate kernel K�x�y	 specifies the propensity that
these objects merge together. Models with a fixed number n of objects are
studied as well as models with countable many objects. Evans and Pitman
(1998) introduce such Markovian coalescent processes in general. Aldous and
Pitman (1998) study the standard additive coalescent (K�x�y	 = x + y) and
present a construction via a Poisson splitting procedure on continuum random
trees. Aldous (1997) is in particular interested in the multiplicative coalescent
(K�x�y	 = xy). See also Aldous and Limic (1998) for further details.

In mathematical population genetics the coalescent theory goes back to
Kingman (1982a, b, c). The genetics impact of the coalescent theory is well
described in the review-like articles of Donnelly and Tavaré (1995), Hudson
(1991), Li and Fu (1999), Möhle (2000) and Nordborg (2001) and references
therein.

A special (and probably first) example for a coalescent process with multiple
collisions goes back to Bolthausen and Sznitman (1998). Their process, moti-
vated by Ruelle’s probability cascades, corresponds to the special case when
the measure F in (9) is uniformly distributed on �0�1�. Other recent construc-
tions of this process, based on the genealogy of continuous-state branching
processes and on subordination schemes, are presented in Bertoin and Le Gall
(2000) and Bertoin and Pitman (2000).

Sagitov (1999) relaxes the reproduction moment conditions put by Kingman
(1982b). As the population size tends to infinity he derives a class of limit
coalescent processes allowing for multiple mergers of ancestral lines. The cor-
responding generatorQ with entries (9) appears when the limits φ1�k	, k ≥ 3,
in (16) are allowed to be larger than zero. On the other hand the generator Q
with entries (9) prohibits simultaneous collisions (φ2�2�2	 = 0). Pitman (1999)
and Schweinsberg (2000a) study directly the class of coalescent processes with
generator (9) without having a limit from a discrete population model in the
background.

The present paper generalizes the methods of Möhle (1999) and Sagitov
(1999) and leads to a full classification of the limit coalescent processes for
the case of exchangeable reproduction. The corresponding generator allows for
simultaneous multiple collisions; that is, many multiple collisions can appear
at the same time. Such simultaneous collisions appear if and only if the limit
φ2�2�2	 in (16) is larger than zero. In a recent paper Schweinsberg (2000b)
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goes further in studying the coalescent processes with simultaneous multiple
mergers introduced here. In particular he characterizes the corresponding gen-
erator in terms of a single measure on an infinite-dimensional simplex.
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Möhle, M. and Sagitov, S. (1998). A characterisation of ancestral limit processes arising in

haploid population genetics models. Preprint. Johannes Gutenberg-Univ., Mainz.
Nordborg, M. (2001). Coalescent theory. In Handbook of Statistical Genetics (D. J. Balding,

C. Cannings and M. Bishop, eds.) Wiley, Chichester. To appear.
Pitman, J. (1999). Coalescents with multiple collisions. Ann. Probab. 27 1870–1902.
Sagitov, S. (1999). The general coalescent with asynchronous mergers of ancestral lines. J. Appl.

Probab. 36 1116–1125.
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