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Nonparametrice stimation

Setting Nonparametric iid sampling model

X X P P unknown
functional

Want to do inference on some parameter OCP

EI a Ocp median P X c IR
b OCP Imax Varp Xi X c Rd
c OCP argmin Ep Yi O'XD

OE IRD
Xi yo dp

d OCP
arosen Dalip 11Pa best fitting

model ever

argfax Epfl Co xp
if misspec

Recall the empiricist of X Xn is

t E Bn Ei X 3

The plug ines timator of OCP is Bn
a Sample median
b 1 max sample var

c OLS estimator

d MLE for Po Oe



Does plug in estimator work Depends

In P Dep on what sense of convergence

RCA SPCA for all A

El RCA PCA 10 if Pats X

use An Xi X

syeP C o x PCC o xD Io for X IR

Want P to be cts wit some topology
in which RIP then OCP OCP

tÉÉ Igp is absolutely cts Pc Lebesgue

OCP 1 P is integrable Epix co

Pn always integrable never abs cts for all n



Bootstra stadarderrors

Suppose x is an estimator for OCP

maybe plug in maybe not

What is its standard error Use plug in

F can varp.ca
use 07 to indicate
new sample not X

Varp.CO Varx pep
OnCXE Xt

How to compute Monte Carlo

For b I B sample n points
with replacement

Sample Xt XY'd In from original same18 0
067 XI 0 8 8

sie On EEcom_O
Note this is a Monte Carlo numerical approx

to the idealized Bootstrap estimate which

we could compute by iterating over all n

possible XX XY XE vectors



BootstrapBirection
n some estimator What is its bias

Bias p 8 Ep Q OCB

Idea plug in Bn for P

Biasp.co Epn Q OCPn
NB

Monte Carlo

For 6 1 a B

sample Xi Xn
d idk

b
XH

I BE b
B 6 1

Bias In 8 0 En

We can use this to correct bias

NBC Q Bias En

Note while n Bias Q is always better thanQ
Q Bias In may not be Might be adding us



n

I l 20
O Epd OC IE
i

it
Biasple Biased

WI Ewald

Samplingdist P A Pdx run
Parameter OCP Ocf x

Dataset ix p xt.oxtidp.es
observed once

Estimator X QEIated atwill

Sampling dist
of estimates IF NÉÉi r



Bootstrap Confidence Interval

How do we get a CI for OCP

idea what if we knew the distribution

of Rdx p Efx Ocp

Define cdf Gn p r Pp 07 1 OCP Er

Lower quartile r Gn f
Upper r Gj'p I

I o Ppl r E Q O E ra

Ppc Oe n ra Q r

Usually we don't know Gn p so bootstrap

Gn r Pq 8Cx OCR er

G f r is a function only of X not of P

Can use Cn En iz Q E

with f Gip Fa Gn p I
n



Bootstrapat
For 6 1 B

XM Xn
b dp

Rib cx b OCR
Return ecdf of Rib

The quantity RncX P Efx OCP is called a roof

function of data dist used to make CIs

Other examples

T.io
iiTl i i iIiIRnlx.P

0nCxYocp

Want to choose Rn so its sampling dist

Gnp changes slowly with P so Gn p Gn p

Studentized root usually works better
E

than Q O then we get

Cn Q EE En F no



DoubleBootstrap

We might have theory that tells us e.g

say IGn.ECCa.bz Gmp Ca D 50

but still be worried about finite sample

coverage

Let jn.pk Pp Cn 2 OCP

I L if Cn has

asy coverage
But in finite samples might have

pG L l a

e g 90 interval has 87 coverage

Jn p O D 0.87 C 0.9

Solution Double Bootstrap

1 Estimate yn.pl via plug in yn

2 Use Cn Z X where Ita I o

e g estimate 92 interval has 90 coverages 8 08



Step 1 al go

For a I A

XF x
a El Fn

Ffa In EExita

µx
a Exa

R a's
ncxxxa.b OC

a

to a s
a

ecdf Rf as Rf a B

For a E grid
I c On

a
f a race D EF Exa r CEEa

For a E g r id
i

j lo In E 11C 7 Oci
I f l o


