Introduction to Time Series Analysis. Lecture 21.

1. Review: The periodogram, the smoothed periodogram.
2. Other smoothed spectral estimators.
3. Consistency.

4. Asymptotic distribution.




Review: Periodogram I

The periodogram is defined as

I(v) = X (v) + X;(v).

1 n
X.(v) = NG Zcos(%rtu)mt,
t=1

1 n
XS(V> = % E Siﬂ(?’ﬂ'th).fCt.
t=1

Under general conditionsy.(v;), Xs(v;) are asymptotically independent
andN (0, f(v;)/2). Thus,EI(?™)) — f(v), but Var(I(2(™)) — f(v)2.




‘ Review: smoothed periodogram I

If f(v)is approximately constant in a band of frequencies
v, — L/(2n), v, + L/(2n)], we can average the periodogram over this
band:

A MU

fo=7 S I—1/)

l=—(L—1)/2
(L—1)/2

S (- )+ X2 - ),

I=—(L—1)/2




‘ Review: smoothed periodogram I

Under general conditions, th€. (v, — [/n) and Xs(v, — [/n) are
asymptotically independent ad(0, f(vx — [/n)/2). Thus,
Ef(v™) — f(v)and Varif (v(™) — f2(v)/L.

Notice thebias-variance trade off:

1. Our assumption thaf is approximately constant on

lv—L/(2n),v + L/(2n)] becomes worse asincreases, so the difference
betweenf (#(™) and f(v) (the bias) will increase witti.

2. The variance of our estimate, V(™)) decreases witli.




Other smoothed spectral estimators'

Instead of computing an unweighted average of the peri@hogt all
nearby frequencies, it is common to consider other weigatedages,
typically with a smoother weighting function.

Consider the weighted average
fw)y= YY" Wa(HIE™ —j/n),
71<Ln

where the bandwidtlh,, is allowed to vary withn, andV,, Is called the
spectral window function.




Other smoothed spectral estimators'

For example, if

otherwise,

Wo(j) = {oi il < L/2,

then we have the smoothed spectral estimator we considarear

flv) = ZWn@)I (7™ — j/n)

— % Z 1™ —j/n).

JI<L/2

This isDaniéll’s estimator (P. J. Daniell, University of Sheffield, 1946).




‘ Consistency of nonparametric spectral estimation I

Supposd.,, andWV,, satisfy

Ly,
L, — oo, — — 0,
n

Wn(j) 20, Wi(j) =Wa(-)),

> W2 =0

7I<Ln

asn — oo, then..




‘ Consistency of nonparametric spectral estimation I

... for alarge class of stationary processgs;) — f(v) in the mean
square sense. In particuld f(v) — f(v) and

(Z Wim) Cov( (1), (1)) {f ) =0 e (0,1/2)

|j|§Ln O |f 1 #VQ.

The conditions on the bandwidth parameterensure that, as the sample
size grows, the window width goes to zero, but includes anitefnumber
of terms. The conditions on the spectral window functi®p ensure that
the expectation of (v) converges tg () and its variance converges to
Zero.




‘ Consistency of nonparametric spectral estimation I

J,k
~ Z W (j)Var (I(ﬁW - j/ﬂ))

~ F2(0) Y WEG) =0
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‘ Nonparametric spectral estimation: awmptotics'

Recall that for Daniell's estimator we have

(L—1)/2
fr)=7 S (X201 + X2~ Um)).
I=—(L—1)/2

which is (asymptotically) a sum @fL independen? random variables, so

A 2
Fre) ~ fln) L.

But for a non-uniform weighting, we form a weighted sum ofsbg?
random variables, so we cannot count up the degrees of freadthe same
way. But we can still approximate a general smoothed spacby

f(vr) ~ erx? for somec;, andd.
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‘ Nonparametric spectral estimation: asymptotics'

Suppose thaf(uk) ~ ¢ x45. What values should, andd take? We have,
for a suitable spectral windoW/,,,

f(i) = Ef (vi) = cxd,
k) Y W2()) =~ Varf(u,) = 2cid.

7I<Ln

Thus, we get




Nonparametric spectral estimation: asymptotics'

(Vi)

d 9

B 2

C Xi<n, WAG)

Cl —

d

Thisd is often referred to as thegjuivalent degrees of freedom for a
smoothed spectrum. Under suitable conditions (and foigatiy different
definition ofd), it can be shown that, asymptotically,

fF™) ~ f(v)
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Nonparametric spectral estimation: the lag window I

We can also view smoothing the spectrum in the frequency doasa
smoothing in the time domain, via

wherew,, IS the inverse Fourier transform of the spectral windowsTi
known as théag window.

Tapering techniques are also popular: Defjpe- h;x; for some weighting
functionh;. Then the tapered estimator is the smoothed spectral éstima
for the tapered seriaeg. For a weighting functiom, that smoothly
diminishes values near the ends of the time series, we sskelsge.
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