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I .   IN TRODUCTION

Information is the basic commodity of our era, permeating every facet of our 
lives. Our current understanding of the formal underpinnings of information 
dates back to Claude Shannon’s seminal work in 1948 resulting in a general 
mathematical theory for reliable communication in the presence of noise. This 
theory enabled much of the 
current day storage and commu-
nication infrastructure. Shan-
non’s notion of information 
quantified the extent to which a 
recipient of data can reduce its 
statistical uncertainty. For exam-
ple, a single yes/no answer to a 
(suitably selected) question is 
capable of eliminating half of the 
space of possible states in a 
system. On the other hand, the 
answer to an irrelevant question might not eliminate any of the possible states. 
In this case, the first answer is considered more “informative” than the second. 
An important aspect of Shannon’s theory is the assumption that the “semantic 
aspects of communication are irrelevant” (Shannon, 1948).

While information theory has profound impact, its application to other 
abstractions and applications, beyond storage and communication of digital 
data, poses foundational challenges. Major open questions relating to extraction, 
comprehension, and manipulation of structural, spatiotemporal, and semantic 
information in scientific and social domains remain unresolved. We believe that 
answers to these questions, grounded in formal information-theoretic concepts, 
hold the potential for tremendous advances. This motivates development of novel 
concepts integrating formal modeling, methods, analyses, algorithm, and infra-
structure development.

New developments in information theory are strongly motivated by and 
contribute to diverse application domains. For example, generalizing from 
Shannon’s information theory, we can argue that the “information content” of a  
crystalline structure is less than that of a “polycrystaline” material, which 

in turn is less than an “amorphous” 
material. How do we formally quan-
tify this notion of information in 
structure and what implication does 
this have for associated material prop-
erties (cf. K. Chung “The Nature of 
Glass Remains Anything but Clear,” 
NYT, July 2008)? Similarly, we know 
of oft-repeated structures (structural 
motifs) in biomolecules, which are 
known to be associated with similar 
biological functions. Can we quan-
tify the informative content of these 
repeated structures? Can we then use 
these metrics to relate structure and 
function in formal ways?

A large and increasing repository 
of data relates to interactions between 
entities ranging from biomolecules 
(cell signaling, binding, regulation, 
etc.), biosystems (pluripotency of 
stem cells, immune response), indi-
viduals (social interaction), ecosys-
tems, and beyond. How can we cap-
ture the informative content of such 
networks of interactions? How can we 
then use this information to perform 
application-specific analyses? We now 
have the ability to collect signaling 
pathways of large numbers of healthy 
and diseased (e.g., diabetes, cancer) 
cells. Can we examine these path-
ways and precisely identify parts of 
the network that inform us of specific 
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diseases and phenotype? Similarly, 
we have extensive data on social net-
works, recommender networks, net-
works of transactions, and computer 
communications. Developing a for-
mal methodology for analyses based 
on a unifying theory of information is 
important.

A critical aspect of many interac-
tions is the timeliness of signals. A 
24-h weather forecast that arrives after 
the fact has no informative content. 
A signaling event in a living cell, for 
example, a lytic or lysogenic response 
in Lambda Phage bacteria to external 
stress, is of little consequence if the 
stress results in cell death. Clearly, the 
notion of timeliness of data is depend-
ent on the system, the data, and its 
context. How do we incorporate this 
notion of timeliness into the informa-
tion content of data? The complexity of 
this problem is rooted in the fact that 
any notion of timeliness must be in the 
context of the eventual use (or func-
tion) associated with the data.

In typical scientific applications, 
information is associated with its con-
sequence, i.e., it is a property of the 
recipient’s ability to understand and 
act on it. For example, an intracellu-
lar signaling mechanism works only 
through appropriate (transmembrane) 
signal receptors. A message in a com-
munication system is informative only 
if the recipient can decode it. This 
emphasizes the notion of semantics 
associated with information. Indeed, 
virtually all systems are currently 
modeled in a constrained environ-
ment where all parties are assumed to 
have the ability to “understand” mes-
sages through a common language. In 
a number of important applications, 
for example, information obfusca-
tion, deciphering informative aspects 
of financial transactions, statistically 
significant (dominant or deviant) pat-
terns of social interactions, etc., under-
lying semantics play important roles. 
How do we quantify the semantics 
of information? How do we infer the 
semantic content? How do we identify 
statistically significant semantic arte-
facts in large data sets?

Connections between information 
and energy have piqued intellectual 
curiosity for over a century. Corre-
spondence between physical entropy 
(Boltzman/Gibbs/Maxwell, circa 
1870), quantum mechanical entropy 
(von Neumann, circa 1927), and infor-
mation entropy (Shannon/Hartley, 
circa 1945) have been topics of several 
studies. Researchers in other disci-
plines have proposed related measures 
of entropy to characterize, in specific 
contexts, underlying information 
content. Examples of these measures 
include psychological entropy, social 
entropy, and economic entropy. The 
original thought experiments of Max-
well (Maxwell’s deamon) and Szilard 
quantify the energy content of a single 
bit of information (​​k​ B​​ T ln 2​). Can we 
use these approaches to quantifying 
information in different contexts to 
explore deep problems in quantum con-
finement/entanglement, generalizing 
to quantum information theory?

Various aspects of information 
represented in structure, space, time, 
connectivity, and semantics have been 
explored in different scientific disci-
plines in somewhat ad hoc ways. For 
example, a critical tool in analysis of 
genomic (or proteomic) sequences is 
the notion of alignment. The under-
lying hypothesis is that conserved 
(aligned) subsequences are “informa-
tive” with respect to their structure and 
function. In molecular biology, struc-
tural motifs inform us of the associated 
function of the molecule. In social net-
works, repeated patterns of interaction 
are studied as canonical mechanisms of 
information flow. While methods for 
extracting these have been discovered 
(or rediscovered) in different domains, 
a comprehensive theory of informa-
tion for complex interacting systems 
remains elusive. We have yet to answer 
(or even suitably formulate) funda-
mental questions such as: How do we 
quantify, represent, and extract infor-
mation in commonly used abstractions 
for diverse systems? How is informa-
tion created and in what ways can it 
be transferred? What is the value of 
information as represented in various 

abstractions? What are fundamental 
bounds on extraction of information 
from large data repositories? The mis-
match between our ability to describe 
and design complex systems and our 
ability to understand them is rooted 
in the notion of abstraction. While 
we can design systems with trillions 
of components and more (e.g., recent 
Petascale to Exascale Computing plat-
forms) through suitable hierarchical 
abstractions and design paradigms, we 
cannot even model, comprehensively, 
the function of a single living cell. This 
gap in understanding, in our opinion, 
is a fundamental impediment to con-
tinued scientific discovery.

These complex questions motivate 
a new science of information. This 
issue highlights some of the recent 
advances in the science of information.

II .   EMERGING DIRECTIONS 
AND OUTSTANDING  
CHALLENGES

Advances in information technology 
and widespread availability of informa-
tion systems and services have largely 
obscured the fact that information 
remains undefined in its generality, 
though considerable collective effort 
has been invested into its understand-
ing. Shannon wrote in 1953: “The word 
“information” has been given many 
different meanings ​…​ it is likely that at 
least a number of these will prove suffi-
ciently useful in certain applications 
and deserve further study and perma-
nent recognit ion.” As we have 
discussed, our intuitive understanding 
of information cannot be formalized 
without taking into account the struc-
ture, context, timeliness, the objective 
its recipient wants to achieve, and 
knowledge of the recipient’s internal 
rules of conduct or its protocol. One 
may also argue, similarly, that informa-
tion extraction depends on available 
resources. It follows, therefore, that in 
its generality, information is that which 
can impact a recipient’s ability to 
achieve the objective of some activity 
in a given context using limited avail-
able resources.
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It can be argued that many of the 
advances in storage and communi-
cation may have been accomplished 
without grounding in Shannon’s infor-
mation theory. However, what Shan-
non’s theory provided was fundamental 
bounds on such quantities as informa-
tion content, compression, transmis-
sion, error resilience and recovery, etc. 
These bounds were essential for sub-
sequent algorithms that form the core 
of our information infrastructure. In 
a similar fashion, we aim to establish 
fundamental bounds on information 
content, extraction, tolerance to error 
(or lack of data), etc., use these bounds 
to develop models and methods with 
formally quantifiable performance, 
and to demonstrate their use in impor-
tant and diverse scientific applications.

•  � Structure and organization: We 
lack measures and meters to 
define and quantify informa-
tion embodied in structure and 
organization (e.g., information 
in nanostructures, biomole-
cules, gene regulatory and 
protein interaction networks, 
social networks, networks of 
financial transactions, etc.). 
Ideally, these measures must 
account for associated context, 
and incorporate diverse (physi-
cal, social, economic) dynamic 
observables and system state.

•  � Delay: In typical interacting 
systems, timeliness of signals is 
essential to function. Often 
timely delivery of partial infor-
mation carries higher premium 
t ha n delayed del iver y  of 
complete information. The 
notion of timeliness, however, 
is closely related to the seman-
tics (is the signal critical?), 
system state (is the system 
under stress?), and the receiver.

•  � Space: In interacting systems, 
spatial localization often limits 
information exchange, with obvi-
ous disadvantages as well as 
benefits. These benefits typically 
result from reduction in interfer-
ence as well as ability of system to 
modulate and react to stimulus.

•  � Information and control: In 
addition to delay-bandwidth 
tradeoffs, systems often allow 
modifications to underlying 
design patterns (e.g., network 
topology, power distribution and 
routing in networks). Simply 
stated, information is exchanged 
in space and time for decision 
making, thus timeliness of infor-
mation delivery along with  
reliability and complexity consti-
tute basic objectives.

•  � Semantics: In many scientific 
contexts, one is interested in 
signa ls ,  w ithout k now ing 
precisely what these signals 
represent but little more than 
that can be assumed a priori. Is 
there a general way to account 
for the “meaning” of signals in 
a given context? How to quan-
tify the information content of 
natural language?

•  � Dynamic information: In a 
complex network, information 
is not just communicated but 
also processed and even gener-
ated a long the way (e.g., 
response to stimuli is processed 
at various stages, with immedi-
ate response processed at site of 
stimulus, higher level response 
pro ce s s e d  i n  t he  br a i n ; 
response to emergency events is 
coordinated at various levels, 
ranging from first responders to 
command and control centers). 
How can such considerations of 
dynamic sources be incorpo-
rated into an information-theo-
retic model?

•   �Learnable information: Data-
driven science (as opposed to 
hypothesis-driven modeling) 
focused on extracting informa-
tion from data has received 
considerable recent research 
attention. How much informa-
tion can actually be extracted 
from a given data repository? Is 
there a general theory that 
provides natural model classes 
for data at hand? What is the 
cost of learning the model, and 

how does it compare with the 
cost of actually describing the 
data? Is there a principled way to 
approach the problem of extract-
ing relevant information?

•   �Limited resources: In many 
scenarios, information is limited 
by available resources (e.g., 
computing devices, bandwidth 
of signaling channels). How 
much information can be 
extracted and processed with 
limited resources? This relates to 
complexity and information, 
where different representations 
of the same distribution may 
v a r y  d r a m a t ic a l l y  w hen 
complexity is taken into account.

•   �Cooperation: How does cooper-
ation impact information? 
Often subsystems may be in 
conflict (e.g., the problem of 
Byzantine generals, denial of 
service, or selfish attacks in 
computer systems) or in collu-
sion (e.g., price fixing, insider 
trades). How one can quantify 
and identify information trans-
fer in such systems?

These questions pose fundamental 
intellectual challenges, which have 
significant potential for impacting 
diverse application domains.

III .   OV ERV IEW OF ISSUE

This issue contains papers on models 
and methods in science of informa-
tion, along with their applications in 
diverse domains.

In “High-probability guarantees in 
repeated games: Theory and applica-
tions in information theory,” Delgosha 
et al. fuse ideas from both informa-
tion theory and game theory to study 
repeated games with incomplete infor-
mation in a “high-probability frame-
work.” Under this framework, users 
attempt to guarantee a certain payoff 
with high probability, in contrast to 
traditional game theory where players 
aim to maximize the expected payoff. 
Examples of this framework naturally 
arise in information theory, where a 
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transmitter aims to communicate a 
message to a receiver with high prob-
ability through repeated channel 
uses. Analysis under this framework 
requires the development of several 
novel techniques, which may be appli-
cable in information and game theory, 
more broadly.

In “Information-theoretic approach 
to strategic communication as a hierar-
chical game,” Akyol et al. study infor-
mation disclosure problems of econom-
ics through an information-theoretic 
lens. Such problems differ from those 
in communications, involving differ-
ent objectives for the encoder and the 
decoder, which are aware of mismatch 
and act accordingly. A hierarchical com-
munication game is considered, where 
the transmitter announces an encod-
ing strategy with full commitment, 
and its distortion measure depends on 
a private information sequence whose 
realization is available at the transmit-
ter. The receiver employs a decoding 
strategy minimizing its own distor-
tion based on the announced encod-
ing map and the statistics. Equilibrium 
strategies and their associated costs are 
characterized for various canonical sce-
narios. The results are also extended to 
the broader context of decentralized 
stochastic control.

In “Dynamic watermarking: Active 
defense of networked cyber–physical 
systems,” Satchidanandan and Kumar 
investigate the problem of secure 
control of networked cyber–physical 
systems. In particular, the authors 
introduce a general watermarking tech-
nique, whereby malicious tampering 
with signal can be discovered under var-
ious criteria. This is a particularly timely 
and interesting topic in light of recent 
events, which have shown that critical 
infrastructure systems, such as energy, 
healthcare, and transportation, are 
increasingly vulnerable to cyber attacks.

In “Decision making with quan-
tized priors leads to discrimination,” 
Varshney et al. introduce an informa-
tion-based model of signal detection 
motivated by the question of racial 
discrimination in decision-making 
scenarios such as police arrests. The 

model incorporates the likelihood ratio 
test for maximizing expected utility 
but constrains the threshold to a small 
discrete set. This precision constraint 
is argued to follow from both bounded 
rationality in human recollection and 
finite training data for estimating 
priors. When combined with social 
aspects of human decision making and 
precautionary cost settings, the model 
predicts the own-race bias that has 
been widely observed in econometrics.

In “An optimization approach 
to locally-biased graph algorithms,” 
Fountoulakis et al. investigate a class 
of locally-biased graph algorithms for 
finding local or small-scale structures 
in large graphs. The focus of the paper 
is on algorithms that compute relevant 
answers, while only looking at a frac-
tion of the graph; in this sense, they are 
sublinear in their runtime. The paper 
discusses various issues relating to algo-
rithmic complexity and statistical con-
siderations, and highlights common 
threads across different approaches 
that have been proposed in literature, 
along with important applications and 
avenues for future research.

In “An information and control 
framework for optimizing user-com-
pliant human–computer interfaces,” 
Tantiongloc et al. present a framework 
for a human–computer interface. In 
this model, a human’s knowledge is 
represented as a point in Euclidean 
space, the intention of the human is 
signaled to the computer over a noisy 
channel, and the computer queries the 
human in a manner that is amenable to 
human operation. This model is used to 
characterize a class of systems that are 
information theoretically optimal in 
the sense that they enable computers 
to infer human intent rapidly. The pro-
posed framework provides a simplified 
method based on optimal transport 
theory to generate optimal feedback 
signals between the computer and 
human in high dimension, while still 
preserving communication optimal-
ity. The framework also lends itself 
to the integration of a human user by 
attempting to moderate the difficulty 
of the task presented to the user.

In “A study of the Boltzmann 
sequence-structure channel,” Mag-
ner et al. present a channel that maps 
sequences (e.g., a sequence of amino 
acids) from a finite alphabet to self-
avoiding walks in a 2-D grid. The 
channel, which is inspired by a model 
of protein folding, is called the Boltz-
mann sequence-structure channel. It 
is characterized by a Boltzmann/Gibbs 
distribution with a free parameter cor-
responding to temperature under which 
folding occurs. The authors estimate 
the conditional entropy between the 
input sequence and the output fold, 
giving an upper bound that exhibits a 
phase transition with respect to tem-
perature. They then formulate a class 
of parameter settings under which the 
dependence between random walk 
energies is governed by their number of 
shared contacts. This setting is used to 
derive a lower bound on the conditional 
entropy. Using these bounds, the paper 
concludes that the mutual information 
tends to zero in a nontrivial regime of 
high temperature.

In “Fundamentals of molecular infor-
mation and communication science,” 
Akan et al. consider molecular com-
munication (MC) as a communication 
paradigm for nanonetwork realization. 
Since MC significantly differs from 
classical communication systems, this 
suggests reinvestigation of information 
and communication theory fundamen-
tals. The authors review the existing 
literature on intrabody nanonetworks, 
and they highlight future research 
directions and open issues that need to 
be addressed for revealing the funda-
mental limits of molecular information  
science, both in general and in the 
specific case of molecular information  
science in life sciences.

In “Doubly penalized LASSO for 
reconstruction of biological networks,” 
Asadi et al. consider reconstruction of 
biological and biochemical networks. 
This is a crucial step in extracting knowl-
edge and causal information from large 
biological data sets, and this task is par-
ticularly challenging when dealing with 
time-series data from dynamic networks. 
The authors present a new method for 



Scanning The Issue

Vol. 105, No. 2, February 2017 | Proceedings of the IEEE  187

the reconstruction of dynamic biologi-
cal networks, and they present two case 
studies to compare the relative perfor-
mance of their method with previous 
methods, illustrating that their method 
does particularly well for networks with 
low and moderate density, a common 
situation in many applications.

In “Addressing the need for a model 
selection framework in systems biol-
ogy using information theory,” DeVil-
biss and Ramkrishna note that models 
are used in systems biology to organize 
biological knowledge and make predic-
tions of complex processes that are hard 
to measure, and they consider the gen-
eration and evaluation of such models. 
Attempting to go beyond subjective argu-
ments to choose one model framework 
over another, they develop the argument 
that information-theoretic model selec-
tion metrics should be extended to non-
nested model comparison applications 
in systems biology. They also make a 
novel comparison of kinetic, constraint-
based, and cybernetic models of metabo-
lism based not only on model accuracy, 
but also on model complexity.

In “A critical survey of deconvolu-
tion methods for separating cell types 
in complex tissues,” Mohammadi 
et  al. focus on in silico deconvolution 
of signals associated with complex 
tissues into their constitutive cell-
type components. The authors sur-
vey a variety of models, methods, and 
assumptions underlying deconvolution 
techniques. They investigate the choice 

of the different loss functions for evalu-
ating estimation error, constraints on 
solutions, preprocessing and data filter-
ing, feature selection, and regulariza-
tion to enhance the quality of solutions, 
along with the impact of these choices 
on the performance of commonly used 
regression-based methods for decon-
volution. Various combinations of 
these elements are studied: some that 
have been proposed in the literature, 
and others that represent novel algo-
rithmic choices for deconvolution. 
Shortcomings of current methods are 
identified, along with new approaches 
to their remediation. The findings are 
effectively summarized in a prescrip-
tive step-by-step format, applicable to a 
wide range of deconvolution problems.

In “An information-theoretic view 
of EEG sensing,” Grover and Ven-
katesh explore potential advantages 
of high-density EEG systems for high-
resolution imaging of the brain. In par-
ticular, they challenge the application 
of the conventional Nyquist sampling 
paradigm to this problem, and argue 
that high-density sensing systems are 
necessary for accurate EEG scalp sig-
nal recovery, as well as for estimation 
of spatiotemporal dynamics of activity 
inside the brain. The authors also pro-
pose a hierarchical sensing technique 
and analyze its performance.

In “The information content of glu-
tamine-rich sequences define protein 
functional characteristics,” Sen et al.  
investigate the relation of abnormally 

expanded glutamine (Q) repeats 
within specific proteins and their 
function. The paper notes that regions 
with low complexity (low information 
content) can display exquisite func-
tional specificity. Using detailed sta-
tistical analysis, the authors identify 
Q-rich (QR) regions in coils of yeast 
transcription factors and endocytic 
proteins. This analysis shows that 
when the non-Q amino acids from an 
endocytic protein were exchanged by 
the ones enriched in QR from tran-
scription factors, the resulting protein 
was unable to localize to the plasma 
membrane and was instead found in 
the nucleus. These results indicate that 
while QR repeats can efficiently engage 
in binding, non-Q amino acids provide 
essential specificity information. The 
paper hypothesizes that coupling low 
complexity regions with information-
intensive determinants might be a 
strategy used in many protein sys-
tems involved in different biological 
processes.� 
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