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Probability (Chapters 1-6)

Practice Exams
First Practice First Midterm Exam

. Write an essay on variance and standard deviation.

. Let W have the exponential distribution with mean 1. Explain how W can
be used to construct a random variable Y = g(W) such that Y is uniformly
distributed on {0, 1, 2}.

. Let W have the density function f given by f(w) = 2/w? for w > 1 and
fw) =0 for w < 1. Set Y = a+ W, where § > 0. In terms of o and f3,
determine

the distribution function of Y;

b

(a)

(b)

(¢) the quantiles of Y;
)
)

the density function of Y

(d) the mean of Y;
(e) the variance of Y.

. Let Y be a random variable having mean p and suppose that E[(Y — pu)4] < 2.
Use this information to determine a good upper bound to P(|Y — p| > 10).

. Let U and V be independent random variables, each uniformly distributed on
[0,1]. Set X =U +V and Y = U — V. Determine whether or not X and Y
are independent.

. Let U and V be independent random variables, each uniformly distributed on
[0,1]. Determine the mean and variance of the random variable Y = 3U?—2V..

Second Practice First Midterm Exam

. Consider the task of giving a 15-20 minute review lecture on the role of distri-
bution functions in probability theory, which may include illustrative figures
and examples. Write out a complete set of lecture notes that could be used
for this purpose by yourself or by another student in the course.

. Let W have the density function given by fy(w) = 2w for 0 < w < 1 and

fw (w) = 0 for other values of w. Set Y = e'V.

(a) Determine the distribution function and quantiles of W.

(b) Determine the distribution function, density function, and quantiles of
Y.

(¢) Determine the mean and variance of Y directly from its density function.

(d) Determine the mean and variance of Y directly from the density function
of W.
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9. Let W37 and W5 be independent discrete random variables, each having the
probability function given by f(0) = %, f() = %, and f(2) = %. Set Y =
Wi 4+ Wa.

) Determine the mean, variance, and standard deviation of Y.

b)

(¢) Use Chebyshev’s inequality to determine an upper bound to P(Y > 3).

(d) Determine the exact value of P(Y > 3).

(a
(

Use Markov’s inequality to determine an upper bound to P(Y > 3).

Third Practice First Midterm Exam

10. Consider the task of giving a 15-20 minute review lecture on the role of inde-
pendence in that portion of probability theory that is covered in Chapters 1
and 2 of the textbook. Write out a complete set of lecture notes that could be
used for this purpose by yourself or by another student in the course.

11. Let Wy, Ws, ... be independent random variables having the common density
function f given by f(w) = w2 for w > 1 and f(w) = 0 for w < 1.

(a) Determine the common distribution function F' of Wy, Wo,.. ..

Given the positive integer n, let Y,, = min(W,...,W,,) denote the minimum
of the random variables W7y, ..., W,,.

(b) Determine the distribution function, density function, and pth quantile
of Y,,.

(c¢) For which values of n does Y;, have finite mean?

(d) For which values of n does Y,, have finite variance?

12. Let W7, W5 and W3 be independent random variables, each having the uniform
distribution on [0, 1].

(a) Set Y = W; — 3Ws + 2W3. Use Chebyshev’s inequality to determine an
upper bound to P(|Y| > 2).

(b) Determine the probability function of the random variable

Y = ind<W1 > %) —|—ind(W2 > %) +ind(W3 > %)

Fourth Practice First Midterm Exam

13. Consider the following terms: distribution; distribution function; probability
function; density function; random variable. Consider also the task of giving
a 20 minute review lecture on the these terms, including their definitions or
other explanations, their properties, and their relationships with each other,
as covered in Chapter 1 of the textbook and in the corresponding lectures.
Write out a complete set of lecture notes that could be used for this purpose
by yourself or by another student in the course.
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14. Let Y be a random variable having the density function f given by f(y) = y/2
for 0 <y <2 and f(y) = 0 otherwise.
(a) Determine the distribution function of Y.

(b) Let U be uniformly distributed on (0,1). Determine an increasing func-
tion g on (0,1) such that g(U) has the same distribution as Y.

(c¢) Determine constants @ and b > 0 such that the random variable a 4+ bY’
has lower quartile 0 and upper quartile 1.

(d) Determine the variance of the random variable a + bY', where a and b are
determined by the solution to (c).

15. A box has 36 balls, numbered from 1 to 36. A ball is selected at random
from the box, so that each ball has probability 1/36 of being selected. Let Y
denote the number on the randomly selected ball. Let I; denote the indicator
of the event that Y € {1,...,12}; let Iy denote the indicator of the event
that Y € {13,...,24}; and let I3 denote the indicator of the event that ¥ €
{19,...,36}.

(a) Show that the random variables I, I and I3 are NOT independent.

(b) Determine the mean and variance of I1 — 2[5 + 313.
First Practice Second Midterm Exam

16. Write an essay on multiple linear prediction.

17. Let Y have the gamma distribution with shape parameter 2 and scale param-
eter 4. Determine the mean and variance of Y3.

18. The negative binomial distribution with parameters o > 0 and 7 € (0,1) has
the probability function on the nonnegative integers given by

I'a+y)
F(a)y!

(a) Determine the mode(s) of the probability function.

fly) = (1—m)*rY, y=0,1,2,....

(b) Let Y7 and Y3 be independent random variables having negative binomial
distributions with parameters o1 and 7 and g and 7, respectively, where
aq, a9 > 0. Show that Y7 +Y5 has the negative binomial distribution with
parameters a1 + a2 and 7. Hint: Consider the power series expansion

o0
_ INa+ )
1) o= 2Ty,
-7 =3 e
where a > 0. By equating coefficients in the identity (1—¢)=*1 (1-t)7** =
(1 —t)~(@1+a2) e get the new identity

if(al—i-:r)F(OéQ—i-y—x)_F(a1+a2+y) y=0,1,2,...,

=0 F(Oél).%‘ F(Oég)(y—x)‘ B F(Oé1+a2)y! )

where a1, a9 > 0. Use the later identity to get the desired result.
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19.

20.

21.

22.

23.

Probability

Let W have the multivariate normal distribution with mean vector g and
positive definite n X n variance-covariance matrix 3.

a) In terms of p and 3, determine the density function of Y = exp(W
o
(equivalently, the joint density function of Y1, ..., Y,, where ¥; = exp(W;)
for 1 <i<mn).

(b) Let p; = E(W;) denote the ith entry of p and let o;; = cov(W;, W)
denote the entry in row ¢ and column j of 3. In terms of these entries,
determine the mean y and variance o2 of the random variable Wy + - - - +
Wi,

(¢) Determine the density function of Y7 - - - Y,, = exp(W1+---+W,,) in terms
of 1 and o.

Second Practice Second Midterm Exam

Consider the task of giving a twenty minute review lecture on the basic proper-
ties and role of the Poisson distribution and the Poisson process in probability
theory. Write out a complete set of lecture notes that could be used for this
purpose by yourself or by another student in the course.

Let Wy, Wy, and W3 be random variables, each of which is greater than 1 with
probability 1, and suppose that these random variables have a joint density
function. Set Y7 = Wi, Yo = WiWs, and Y3 = W1WyW3. Observe that
1 <Y) <Ys < Y3 with probability 1.

(a) Determine a formula for the joint density function of Y7, Ys, and Y3 in
terms of the joint density function of Wy, Wy, and Wj.

(b) Suppose that Wi, Wa, and W3 are independent random variables, each
having the density function that equals w™2 for w > 1 and equals 0
otherwise. Determine the joint density function of Y7, Y2, and Y3.

(¢) (Continued) Are Y7, Ys, and Y3 independent (why or why not)?

(a) Let Zy, Zs, and Z3 be uncorrelated random variables, each having vari-
ance 1, and set X7 = 77, Xo = X1 + Z2, and X3 = X3 + Z3. Determine
the variance-covariance matrix of Xy, Xs, and Xs.

(b) Let W1, Wy, and W3 be uncorrelated random variables having variances
o2, 02, and 0'32), respectively, and set Yo = Wy, Y3 = aYs + Ws, and
Y1 = Y2 + vY3 + W3. Determine the variance-covariance matrix of Y7,
Y5, and Y3.

(c) Determine the values of «, 3, 0’%, 0’% , and ag in order that the variance-
covariance matrices in (a) and (b) coincide.

Third Practice Second Midterm Exam
Consider the task of giving a 15-20 minute review lecture on the gamma distri-

bution in that portion of probability theory that is covered in Chapters 3 and
4 of the textbook, including normal approximation to the gamma distribution



24.

25.

26.

27.

28.

Practice Exams 7

and the role of the gamma distribution in the treatment of the homogeneous
Poisson process on [0, 00). Write out a complete set of lecture notes that could
be used for this purpose by yourself or by another student in the course.

Let the joint distribution of Y3, Y5 and Y3 be multinomial (trinomial) with
parameters n = 100, m; = .2, my = .35 and w3 = .45.

(a) Justify normal approximation to the distribution of Y7 + Y5 — V3.

(b) Use normal approximation to determine P(Y3 > Y] + Y3).
Let X and Y be random variables each having finite variance, and suppose

that X is not zero with probability one. Consider linear predictors of Y based
on X having the form Y = bX.

(a) Determine the best predictor Y = BX of the indicated form, where best
means having the minimum mean squared error of prediction.

(b) Determine the mean squared error of the best predictor of the indicated
form.

Let Y = [ Y], Vs, V3 }T have the multivariate (trivariate) normal distribu-

tion with mean vector pu = [ 1, -2, 3 ]T and variance-covariance matrix
1 -1 1
Y= -1 2 =2
1 -2 3

(a) Determine P(Y; > Y3).
(b) Determine a and b such that [Y7, Y2]” and Y3—aY; —bY5 are independent.

Fourth Practice Second Midterm Exam

Consider the task of giving a 20 minute review lecture on topics involving mul-
tivariate normal distributions and random vectors having such distributions,
as covered in Chapter 5 of the textbook and the corresponding lectures. Write
out a complete set of lecture notes that could be used for this purpose by
yourself or by another student in the course.

A box has three balls: a red ball, a white ball, and a blue ball. A ball is
selected at random from the box. Let I} = ind(red ball) be the indicator
random variable corresponding to selecting a red ball, so that I; = 1 if a red
ball is selected and I; = 0 if a white or blue ball is selected. Similarly, set
I, = ind(white ball) and I3 = ind(blue ball). Note that I + I + I3 = 1.

(a) Determine the variance-covariance matrix of I, I and I3.

(b) Determine (with justification) whether or not the variance-covariance ma-
trix of Iy, Is and I3 is invertible.

(¢) Determine (3 such that I} and I; 4+ I are uncorrelated.

(d) For this choice of 3, are I and I} + Iz independent random variables
(why or why not)?
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29.

30.

31.

32.

33.

34.

Probability

Let W7 and W5 be independent random variables each having the exponential
distribution with mean 1. Set Y; = exp(W;) and Y3 = exp(W2). Determine
the density function of Y1Ys.

Consider a random collection of particles in the plane such that, with proba-
bility one, there are only finitely many particles in any bounded region. For
r > 0, let N(r) denote the number of particles within distance r of the ori-
gin. Let D; denote the distance to the origin of the particle closest to the
origin, let Ds denote the distance to the origin of the next closest particle
to the origin, and define D,, for n = 3,4,... in a similar manner. Note that
D,, > rif and only if N(r) < n. Suppose that, for » > 0, N(r) has the Poisson
distribution with mean 72. Determine a reasonable normal approximation to
P (DIOO > 11).

First Practice Final Exam

Write an essay on the multivariate normal distribution, including conditional
distributions and connections with independence and prediction.

(a) Let V have the exponential distribution with mean 1. Determine the den-
sity function, distribution function, and quantiles of the random variable
W =eév.

(b) Let V have the gamma distribution with shape parameter 2 and scale
parameter 1. Determine the density function and distribution function

the random variable Y = V.

(a) Let Wi and Ws be positive random variables having joint density function
fwi w,. Determine the joint density function of Y1 = W1W; and Yy =
W1/ Wa.

(b) Suppose, additionally, that W} and W5 are independent random variables
and that each of them is greater than 1 with probability 1. Determine a
formula for the density function of Y7.

(¢) Suppose additionally, that W7 and W5 have the common density function
f(w) = 1/w? for w > 1. Determine the density function of Y; = W;Wa.

(d) Explain the connection between the answer to (c¢) and the answers for
the density functions in Problem 32.

(e) Under the same conditions as in (c), determine the density function of
Yo = W1/ Wo.

(a) Let X and Y be random variables having finite variance and let ¢ and
d be real numbers. Show that E[(X — ¢)(Y — d)] = cov(X,Y) + (EX —
¢)(EY —d).

(b) Let (X1,Y1),...,(Xn,Yn) be independent pairs of random variables, with
each pair having the same distribution as (X,Y), and set X = (X1+---+
Xp)/nand Y = (Y] + -+ Y,)/n. Show that cov(X,Y) = cov(X,Y)/n.
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36.

37.
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Consider a box having N objects labeled from 1 to N. Let the [th such object
have primary value u; = u(l) and secondary value v; = v(l). (For example,
the primary value could be height in inches and the secondary value could be
weight in pounds.) Let the objects be drawn out the box one-at-a-time, at
random, by sampling without replacement, and let L; denote the label of the
object selected on the ith trial. Then U; = u(L;) is the primary value of the
objected selected on the ith trial and V; = v(L;) is the secondary value of the
object selected on that trial. (Here 1 < ¢ < N.) Also, S,, = U +---+ U,
is the sum of the primary values of the objects selected on the first n trials
and T,, = Vi + --- + V, is the sum of the secondary values of the objects
selected on these trials. (Here 1 <n < N.) Set u = (u1 + --- + un)/N and
v=(v1+---+vn)/N.

) Show that cov(U, V1) = C, where C' = N~! Zf\il(ul —u) (v — ).
) Show that cov(U;,V;) = C for 1 <i < N.
) Let D = cov(Uy, V2). Show that cov(U;, V;) = D for i # j.
d) Express cov(Sy,T),) in terms of C, D, and n.
) Show that cov(Sy,Tn) = 0.
) Use some of the above results to solve for D in terms of C.
)

Use some of the above results to show that

n_1>:nC’N_n

cov(Sn,Tn):nC'(l—N_1 N1

Let Z1, Z5, and Z3 be independent, standard normal random variables and
set Y1 =21, Yo =214+ Zy, and Y3 = Z1 + Zy + Z3.

(a) Determine the joint distribution of Y7, Y3, and Ys.

(b) Determine the conditional distribution of Y2 given that Y7 = 1 and
Y3 = ys.

(c) Determine the best predictor of Y2 based on Y7 and Y3 and determine
the mean squared error of this predictor.

(a) Let n and s be positive integers with n < s. Show that (explain why)
there are (Z) distinct sequences si, ..., s, of positive integers such that
§1 << 8y < 8.
Let 0 < m < 1. Recall that the negative binomial distribution with parameters
« > 0 and 7 has the probability function given by

INa+vy)
= ———2(1 —7m)%rY =0,1,2,...
f(y) F(a)y! ( 7T) ™ Y y ) ) ) )
and that, when o = 1, it coincides with the geometric distribution with pa-
rameter w. Let n > 2 and let Y7, ...,Y,, be independent random variables such

each of the random variables Y; — 1 has the geometric distribution with param-
eter . It follows from Problem 18 that (Y1 —1)+---+(Y,—1) = Yi+---+Y,—n
has the negative binomial distribution with parameteres a = n and .
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(b) Let yi,...,yn be positive integers and set s = y; + - - - + y,,. Show that

P(Y1:yl,...,Yn,1:yn,1|Y1—|—'--—|-Yn:8)
= P(H—lzyl—l,...,Yn,1—1:yn,1—1|Y71—|—"'—|—Yn—n:S—7’L)

(c) Use the above to explain why the conditional distribution of
{Yl,Yi +Y2,,Y1 ++Yn71}

given that Y7 + -+ + Y,, = s coincides with the uniform distribution on
the collection of all subsets of {1,...,s — 1} of size n — 1.

Second Practice Final Exam

38. Consider the task of giving a thirty minute review lecture that is divided into
two parts. Part I is to be a fifteen minute lecture on the role/properties of the
multivariate normal distribution (i.e., on the material in Sections 5.7 and 6.7
of the textbook) and Part I is to be a fifteen minute review of other material
in probability that serves as a necessary background to Part II. Assume that
someone has already reviewed the material in Chapters 1-4 and in Section 5.1
(Covariance, Linear Prediction, and Correlation). Thus your task in Part
IT is restricted to the necessary background to your review in Part I that
is contained in Sections 5.2-5.6 on multivariate probability and in relevant
portions of Sections 6.1 and 6.4-6.6 on conditioning. As usual, write out a
complete set of lecture notes that could be used for this purpose by yourself
or by another student in the course.

39. A box has 20 balls, labeled from 1 to 20. Ten balls are selected from the box
one-at-a-time by sampling WITH replacement. On each trial, Frankie bets 1
dollar that the label of the selected ball will be between 1 and 10 (including 1
and 10). If she wins the bet she wins 1 dollar; otherwise, she wins —1 dollars
(i.e., she loses 1 dollar). Similarly, Johnny repeatedly bets 1 dollar that the
label of the selected ball will be between 11 and 20, and Sammy repeatedly
bets 1 dollar that it will be between 6 and 15. Let X, Y, and Z denote the
amounts (in dollars) won by Frankie, Johnny, and Sammy, respectively, on the
ten trials.

(a) Determine the means and variances of X, Y, and Z.
(b) Determine cov(X,Y), cov(X, Z), and cov(Y, Z).

(¢) Determine the mean and variance of the combined amount X +Y + Z
won by Frankie, Johnny, and Sammy on the ten trials.

40. (a) Let Uy, Us,... be independent random variables each having the uni-
form distribution on [0, 1], and let A, B, and C be a partition of [0, 1]
into three disjoint intervals having respective lengths m, w9, and w3
(which necessarily add up to 1). Let n be a positive integer. Let
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Yi = #{i: 1 <i < nandU; € A} denote the number of the first n
trials in which the random variable U; lies in the set A. Similarly, let Y5
and Y3 denote the numbers of the first n trials in which U; lies in B and
C, respectively. Explain convincingly why the joint distribution of Y7,
Y5, and Y3 is trinomial with parameters n, w1, w2, and ms.

(b) Let N be a random variable having the Poisson distribution with mean
A, and suppose that N is independent of Uy, Us,.... Let Y7 = #{i :
1 <i < N and U; € A} now denote the number of the first N trials in
which Uj lies in the set A. Similarly, let Y5 and Y3 denote the numbers of
the first NV trials in which U; lies in B and C respectively. Observe that
Yi+Ye+Ys=N. (If N=0, then Y7 =Y, = Y3 = 0; the conditional
joint distribution of Y7, Y5, and Y3 given that N =n > 1 is the trinomial
distribution discussed in (a).) Show that Yi, Y5, and Y3 are independent
random variables each having a Poisson distribution, and determine the
means of these random variables.

41. Let X and Y have the joint density function given by
fla,y) =2ye” R gy >,
and f(z,y) = 0 otherwise.
(a
(b

)
)

(¢) Determine the mean and variance of this conditional density function.
)

d

Determine the marginal density function, mean, and variance of X.

Determine the conditional density function of Y given X =z > 0.

Determine the best predictor of Y based on X, and determine the mean
squared error of this predictor.

(e) Use the answers to (a) and (c) to determine the mean and variance of Y.
42. Consider a box having 10 balls, of which 3 are red and 7 are white.

(a) Let the balls be drawn out of the box by sampling WITHOUT replace-
ment. Let N; denote the first trial in which a red ball is selected, N
the second trial in which a red ball is selected, and N3 the third trial in
which a red ball is selected, so that 1 < N; < Ny < N3 < 10. Determine
P(Ny =2,Ny =5,N3 =9) by using conditional probabilities.

(b) (Continued) Determine P(N; = ni,Na = ng, N3 = ng) for 1 < ny; <
ng < ng < 10 and justify your answer.

(c¢) Let the balls now be selected by sampling WITH replacement, and let
N1, Na, N3 be as in (a), so that 1 < N; < Ny < N3. Determine P(N; =
2, Ny = 5,N3 = 9).

(d) (Continued) Determine P(N; = ni,Na = ng, N3 = ng) for 1 < n; <
ng < Nn3.

43. Let Y] be normally distributed with mean 0 and variance o2, let the conditional
distribution of Y5 given that Y7 = y; be normally distributed with mean Sy
and variance a%, and let the conditional distribution of Y3 given that Y; = 31
and Y2 = yo be normally distributed with mean Goy1 + G3y2 and variance a% .
Use Theorem 6.7 or its corollary to determine
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44.

45.

46.

47.

48.

Probability

(a) the joint distribution of Y and Y;
(b) the joint distribution of Y7, Y5, and Y3.

Third Practice Final Exam

The Summary of Probability in Appendix B of the textbook omits a summary
of conditioning. Write out a set of notes that could be used to prepare a coher-
ent draft of a summary of a substantial portion of the material on conditioning
in Chapter 6. (Don’t include the material in Sections 6.2 and 6.3 on sampling
without replacement and the hypergeometric distribution or the material in
Section 6.8 on random parameters.)

Let U1, Us, ... be independent random variables, each having the uniform dis-
tribution on [0, 1]. Set

Ny =min{i >1:U; > 1/4} and Np=min{i > Ny +1:U; > 1/4}.

(a) Show that N7 and No — N; are independent.
(b) Determine the probability function of Nj.

Let f be the function given by f(y) = cy?(1 —y?) for =1 <y < 1 and f(y) =0
elsewhere.

(a) Determine the constant ¢ such that f is a density function.

(b) Let ¢ be such that f is a density function, and let Y be a random variable
having this density function. Determine the mean and variance of Y.

(c) Let Y1,...,Y100 be independent random variables each having the same
distribution as Y, and set Y = (Y7 + -+ 4+ Y1009)/100. Determine (and
justify) a reasonable approximation to the upper quartile of Y.

Let X and Y be random variables, each having finite, positive variance. Set
w1 = E(X), o1 = SD(X), pu2 = E(Y), 02 = SD(Y), and p = cor(X,Y). Let
(X1,Y1),...,(X,,Y,) be independent pairs of random variables, with each
pair having the same joint distribution as (X,Y). Set X = (X1 +---+ X,,)/n
and Y = (Y7 +--- + Y,)/n. Suppose p1, o1, 02 and p are known, but ps is
unknown. Consider the unbiased estimates ﬁgl) =Y and ﬁgz) =Y - X+m
of po. Determine a simple necessary and sufficient condition on o1, o9, and p
in order that V&I‘(//A\;2)) < Var(ﬁgl)).
Let Y1,Ys,... be uncorrelated random variables and suppose that E(Y;) = p
and var(Y;) = 4® for 4 > 1, where b is a positive constant. Recall from calculus
that

14 ognb 14 4nb 1° 4.

. . o 4nb
B AT ey T R N

Set Y, = (Y1 + -+ Y,)/n for n > 1.
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(a) Use the Chebyshev inequality to show that if b < 1, then

lim P(|Y,, — | >¢) =0, c>0. (1)
n—oo

(b) Show that if (1) holds, if Y1, Y>, ... are independent, and if these random
variables are normally distributed, then b < 1.

(c) Explain how the assumptions of independence and normality are needed
in the verification of the conclusion in (b).

49. Let X1, X5 and X3 be positive random variables having joint density fx, x, x;-
Set
X1+ Xy X1
YVi=X1+Xo+ X3, Yo=——"——"— and Y3 = —-—.
' ' P R TX  Xe+ X T X+ Xo
(a) Determine the joint density fy; v,y of Y1, Y2 and Y3 in terms of the joint
density of X7, Xo and X3.

(b) Suppose that X;, Xy and X3 are independent random variables, each
having the exponential distribution with inverse-scale parameter A. De-
termine the individual densities/distributions of Y7, Y2 and Y3 and show
that these random variables are independent.

50. Let Y = [ X1, X2, YV ]T have the multivariate (trivariate) normal distribu-
tion with mean vector [ 1, =2, 3 ]T and variance-covariance matrix

1 -1 1
-1 2 -2
1 -2 3

Determine the distribution of Xj.
Determine the conditional distribution of Y given that X; = z1.
Determine the joint distribution of X7 and Xbs.

Determine the conditional distribution of Y given that X7 = z; and
X2 = 9.

(e) Let )A(Q be the best predictor of X5 based on Xi; let Y be the best
predictor of ¥ based on Xj; and let Y® be the best predictor of ¥ based
on X; and X,. Determine Xo, YV and Y2 explicitly, and use these
results to illustrate Theorem 5.17.

Fourth Practice Final Exam

51. Consider the task of giving a half-hour review lecture on prediction, including
both linear prediction and nonlinear (i.e., not necessarily linear) prediction, as
covered in Chapters 5 and 6 of the textbook and the corresponding lectures.
Write out a set of lecture notes that could be used for this purpose by yourself
or by another student in the course.
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52.

53.

54.

55.
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Let Y1, ..., Y100 be independent random variables each having the density func-
tion f given by f(y) = 2yexp(—y?) for y > 0 and f(y) = 0 for y < 0.
Determine a reasonable approximation to the upper decile of Y7 + - - - + Yiqp.

A box starts out with 1 red ball and 1 white ball. At each trial a ball is
selected from the box. Then it is returned to the box along with another ball
of the same color (from another box). Let Y, denote the number of red balls
selected in the first n trials.

(a) Show that Y,, is uniformly distributed on {0,...,n} for n = 1,2,3,4 by
computing its probability function for each such n.

(b) Show that Y,, is uniformly distributed on {0,...,n} for n > 1. Hint:
Given y € {0,...,n}, first determine the probability that the first y balls
selected are red and the remaining n — y balls selected are white.

Let N, X, Xs,... be independent random variables such that N — 1 has
the geometric distribution with parameter = € (0,1) (so that P(N = n) =
(1 — 7)7"~! for n > 1) and each of the random variables X1, Xs, ... has the
exponential distribution with scale parameter 3. Set Y,, = X1 + --- + X, for
n > 1.

(a) Determine the density function fy, of Y,, for n > 1.

(b) Determine the density function and distribution of Yy. Hint: Use an
appropriate analog to (10) in Chapter 6.

(¢) Determine the mean and variance of Yy.

(d) Consider the above setup, but suppose now that each of the random

variables X1, Xo,... has the gamma distribution with shape parameter
2 and scale parameter 3. Determine the mean and variance of Y,, for
n > 1.

(e) (Continued) Determine the mean and variance of Yy .

Let Wy, Wa, W3, and Wy be independent random variables, each having the
exponential distribution with inverse-scale parameter A. Set T3 = Wy, Ty =
Wi+ Wso, T3 = Wi + Wo + W3, and Ty = Wy + Wy + W3 + Wy

(a) Determine the joint density function of T4, T, T3, and T}.

(b) Determine the conditional density function of Ty given that T} = ti,
T = to, and T3 = t3, where 0 < t; < ty < t3.

(¢) Determine the variance-covariance matrix of Ty, T, T3, and Ty.

(d) Determine whether or not this variance-covariance matrix is invertible

(justify your answer, preferably by something more elegant than a brute-
force calculation of its determinant).
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2. Let 0 < wp < wy < 00. Set g(w) = 0 for 0 < w < wy, glw) = 1 for
w1 < w < wy, and g(w) = 2 for w > wy. Then the probability function of
Y = g(W)is given by P(Y =0) = PO < W <w) =1—e", PY =
1)=Plwg <W <wg) =e " —e ™2 and P(Y =2) = P(W > wq) = e 2.
Thus Y is uniformly distributed on {0, 1,2} provided that 1 —e~"* = 1/3 and
e~ "2 =1/3; that is, w1 = log(3/2) and ws = log 3.

3. (a) The distribution function of W is given by Fy (w) = —w

for w > 1 and Fyy(w) = 0 for w < 1. Thus the distribution function of ¥’
is given by Fy (y) = P(Y <y)=Pla+ W <y)=P(W < (y —a)/B)
=Fy(ly—a)/B) =1—-3/(y —a)? for y > a+ B and Fy(y) = 0 for
y<a+p.

(b) The density function of Y is given by fy (y) = F}-(y) = 28%/(y — a)? for
y>a+fand fy(y) =0fory <a+p.

(c) The pth quantile of Y is given by 1—3?/(y,—«)? = pory, = a+8//T—p
for 0 <p< 1.

(d) The mean of W is given by E(W) = [ w(2/w?®)dw =2 [[°1/w’ dw =
2(—1/10)‘1>O = 2. Thus the mean of Y is given by E(Y) = E(a+ W) =
a+ BEW = o+ 28.

(¢) The second moment of W is given by E(W?) = [ w?(2/w?) =
2 fl 1/wdw = 2(log w) ‘ = oo. Thus the second moment of Y is given
by E(Y?) = [(a—i—ﬂW)Ql] E(a?+2a8W +32W?) = co. Consequently,
Y has infinite variance.

_Q‘U} -1 —U)_2

4. As in the proof of the Markov and Chebyshev inequalities, E[(Y — p)*] >
10*P(]Y — p| > 10). Thus P(|Y — pu| > 10) < 1074E[(Y — p)¥] < 2 x 1074
Alternatively, the same result follows by applying the Markov inequality to
the random variable (Y — )%

5. Observe that if u +v > 1.5 and uw — v > 0.5, then v > 1. Consequently,
P(U+V >15and U—-V > 0.5) =0. On the other hand, P(U+V > 1.5) >
P(U > 0.75,V > 0.75) = P(U > 0.75)P(V > 0.75) = 0.0625 and P(U —V >
0.5) > P(U > 0.75,V < 0.25) = P(U > 0.75)P(V < 0.25) = 0.0625, so
PU+V >15andU -V > 05) # PU+V > 15PU -V > 0.5).
Therefore, U +V and U — V are not independent random variables.

6. Now E(U?) = fol u?du = 1/3 and E(U*) = 01 utdu = 1/5, so var(U
E(UY - [BE(UH)?2 =1/5—1/9 = 4/45. Also, E(V) = 1/2 and E(V?) =
so var(V) = E(V?) - [E(V)]?2 = 1/3 — 1/4 = 1/12. Consequently, E(Y
E(3U? —2V) =3E(U?) —2E(V)=1-1=0 and var(Y) = var(3U?% — 2V
9var(U?) + 4var(V) = 9(4/45) + 4(1/12) = 4/5+ 1/3 = 17/15.

?) =
1/3,

)
)=

Solutions to Second Practice First Midterm Exam
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11.

12.

Probability

(a) Fiy(w) =w? for 0 <w < 1, Fyy(w) = 0 for w < 0, and Fyy(w) = 1 for
w > 1. Also, w, = \/pfor 0 <p < 1.

(b) Fy(y) = P(Y <y) = P(" <y) = P(W <logY) = Fi(logy) = log>y
for 1 <y <e, Fy(y) =0 for y <1, and Fy(y) = 1 for y > e. Thus
fr(y) = 210% for 1 <y < e and fy(y) = 0 elsewhere. Also, log? Yp =D,
s0 yp = exp(y/P).

(c) BY = [{2logydy = 2ylogy||— [ 2dy = 2e—2(e—1) = 2 and EgW) =
fle2ylogydy:flelogydy2:yQIOgy‘l [fydy=e*— eglzejl,so

var(Y) = €4 — 4 = &1,

(d) EY = fol 2we” dw = 2we“"(1) - fol 2¢Vdw = 2e¢ —2(e — 1) = 2 and
E(Y?) = f12w62wdw = w62w|0 fl edw = e — &1 2_1 = 7622“, S0
var(Y) = ¢ H —4= 6—77

(a) Now EW; = EW,=0-3+1- +2%— so BY = 3Also E(W
EW$) =03 +1%- 1422

Iy
6
and hence var(Y) = 4 and SD(Y) = 2.

2
(d) P(YZ3):P(W1:1,W2:2)+P(W1:2,W2:1)—|—P(W1:2,W2:

Solutions to Third Practice First Midterm Exam

(a) F(w) = [["t72dt = —til‘qf =1-—w ! forw >1and F(w) = 0 for
w < 1.

(b) P(Y, > y) = P(min(W,...,W,) > y) = PWy > y,...., W, > y) =
[PWy > y))" =y ™ fory >1and P(Y,, >y) =1 for y < 1. Thus
the distribution function of Y,, is given by Fy, (y) = 0 for y < 1 and
Fy (y) =1—y ™ for y > 1. Consequently, the density function of Y}, is
given by fy, (y) = 0 for y < 1 and fy, (y) = FY, (y) = ny~"" for y > 1.
The pth quantile of Y;, is given by 1 —y, " =pory, =1/(1 - p)l/m.

() E(Y,) = [Pny™dy = {%y" |7 < oo for n > 2 and E(Y}) =
floo % dy = logy‘io = 00. Consequently, Y,, has finite mean if and only if

n > 2.

(d) E(Y?) = [Cnyt ™" dy = 52 2"‘1<001fn>3 E(Y?) = [[° dy =
00, and E(Y$) = [° 2y‘1 dy = 00. Thus Y, has finite second moment
and hence finite variance if and only if n > 3.

(a) E(Y)= E(W,—3W2+2W3) = E(W1)—3E(W2)+2E(W3) = £(1-3+2) =
0 and var(Y') = var(W;—3Wa+2W3) = var(W7)+9 var(Ws)+4 var(Wg) =

i% £. Thus, by Chebyshev’s inequality, P(|Y| > 2) < 7/ 6 — 2 1

(b) P(Y:())— (W1<1/2,W2<1/3,W3<1/4)— (W1<1/2) (W2<
1/3)P(Ws < 1/4) = (1/2)(1/3)(1/4) = 353 P(Y = 1) = P(W =



14. (a)
(b)
()

15. (a)

(b)
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1/2)P(Wy < 1/3)P(W3 < 1/4) + P(Wy < 1/2)P(W,
1/4) + P(W, < 1/2)P(Wy < 1/3)P(W3 > 1/4) = (
(1/2)(2/3)(1/4)+(1/2)(1/3)(3/4) = g; P(Y = 2) = P(

1/3)P(W; < 1/4) + P(Wy > 1/2)P(Ws < 1/3)P(W; > 1/4)P(W; <
1/2)P(Wy > 1/3)P(W3 > 1/4) = (1/2)(2/3)(1/4) + (1/2)(1/3)(3/4) +
(1/2)(2/3)(3/4) = i P(Y = 3) = P(W, > 1/2)P(Wy > 1/3)P(W5 >
1/4) = (1/2)(2/3)(3/4) =

Solutions to the Fourth Practice First Midterm Exam

)P(W:
)

Y
2/3)(1/4) +
Wi > 1/2)P(Ws >
>1

/2

3
/3

The distribution function F' of Y is given by F(y) =0 for y <0, F(y) =
Ji(z/2)dz = y*/4for 0 <y <2 and F(y) =1 for y > 2.
The function g is given by g(u) = F~!(u). The solution to the equation
u=F(y) =y?/4is given by y = F~1(u) = g(u) = V4u for 0 < u < 1.
The lower quartile of Y is given by y.25 = F~1(.25) = \/4(.25) = 1. The
upper quartile of Y is given by y.75 = F~1(.75) = \/4(.75) = v/3. Thus,
by Theorem 1.4, the lower and upper quartiles of a + bY are given by
a+byass =a+band a+ byrs = a+ b3, respectively. The solution to
the equations a +b =0 and a + by/3 = 1 is given by b = 1/(v/3 — 1) =
(1+ f)/2 = 1.366 and a = —(1 ++/3)/2 = —1.366.

2 2
Now E(Y fo (y/2)dy = (y 3/6)’0 =4/3and E(Y?) = [ y*(y/2) dy =
(y*/8) |0 = 2, sovar(Y) = E(Y*) — [E(Y)]? =2 —16/9 = 2/9. Thus the
variance of a + bY is given by

2 1 2 2 442 2 2
b2.:<+\/§>.: T2V3 2 _24V3 . s
9 2 9 4 9 9
or, alternatively, by b?(2/9) = (1.866)(0.2222) = 0.415.

Now P(Il = 1) = P(IQ = 1) = 1/3, but P(Il =11 = 1) = P(Y S
{1,...,12} n{13,...,24}) = P(Y € 0) = 0, so I; and I are not inde-
pendent and hence I, Is and I3 are not independent.
Now E(l; —2Iy+3I3) = P(I; = 1) —2P(I = 1)+ 3P(I3 = 1) =
(1/3) — 2(1/3) + 3(1/2) = 7/6. Note that E(I1Is) = P(I; = 1,1, =
1) = 0 and similarly that E(Illg) = 0. Also, E(Igfg) = P(IQ =113 =
1) = P(Y € {13,...,24} N {19,...,36}) = P(Y € {19,...,24}) = 1/6.
Moreover, E(I}) = E(I1), E(I3) = E(I2), and E(I3) = E(I3). Thus
E[(I; — 215 + 313)%] = E(I1) + 4E(Iy) + 9E(I3) — 12E(Ix13) = 1/3 +
4(1/3) 4+ 9(1/2) — 12(1/6) = 25/6, so var((I — 215 + 313)%) = E[(I; —
215 +313)% — [E(I; —2I+313)]? = 25/6—(7/6)% = 101/36. Alternatively,
set V.= I} — 2I5 4+ 3I3. Observe that if Y € {1,...,12}, then I} = 1,
Ib=0,and I3=0,s0V =1;if Y € {13,...,18},then[l =0,lp=1,and
I3=0,30V =-2;ifY € {19,...,24}, then I; =0, I, =1, and I3 =1,
soV =1;and if Y € {25,...,36}, then I} =0, I = 0, and I3 = 1,
so V.= 3. Consequently, P(V = —=2) = 1/6, P(V = 1) = 1/2, and
(V =3) =1/3. Therefore, E(V) = (-2)(1/6)+1/2+3(1/3) = 7/6 and
E(V?) = (=2)2(1/6) + 1%(1/2) + 3%(1/3) = 25/6, so var(V) = E(V?) —
[E(V)]?2 =25/6 — (7/6)? = 101/36.
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17. E Y3 = [P ke Pdy = & [RytevPay = FIEL = 4158 = 243

18.

19.

21.

= [yb y e VB dy = L [ yTev/Pdy = PLE = 7155 = 50400°;

var(Y3) E(Yﬁ) [E(Y3))? = 504085 — 5763° = 44643°.

(a)

T

f(y) _ @)y v (a+y71)7r _ a-1 _

Now f(y—l)_wwyfl_ y _<1+ y >7Tf01"y—1,2,....
() (y=D)!

If @« < 1, this ratio is always less than 1, so 0 is the unique mode of
the probability function. If o > 1, this ratio is a decreasing function of y
(viewed as a positive real number). It equals 1 if and only if (a+y—1)7 =
y or, equivalently, if and only if y = (o — 1)7/(1 — 7). Suppose that
(o — 1)w/(1 — m) is a positive integer r. Then the probability function
has two modes: r and r — 1. Otherwise, the probability function has a
unique mode at [(a — 1)7/(1 —m)].

The probability function of Y7 + Y5 is given by

PM+Ye=y)=) PYVi=x)P(Ya=y—1z)

M)«

8
Il
o

F(al_‘_w) i mr(a2+y_x)

I
M=

1—7 (1 —m)®2g¥"
= [(aq)a! ( ) D(a2)(y — x)! ( )
y
:( _ a1+a2ﬂ-yzral+x O(2+y_.%')
= F(ap)x! T(a2)(y —x)!

:w(l_ﬂ-)mﬂmﬂy y=0,1,2,....
(o1 + a2)y! ’ o

Now fW(w> = mexp( — (’w — ,u)TZ_l(w — N)/Q)- The
solution to y; = exp(w;) for 1 < i < n is given by w; = logy; for

O(w1,....wn) _ 1 _ fw(ogy) _
1 <% < n. Observe that D) = i Thus fy(y) = e =

e sy, &P (= (logy — )" 27 ((logy — 1) /2).
p=EWy+- -+ W) =4+ pn; 02 =var(Wy + -+ + W,) =
> Zj cov(Wi, Wj) = -, Zj Oig-

Now W = Wi +- - -+W, is normally distributed with mean y and variance

o2, Thus the distribution function of Y = " is given by Fy(y) =

P(Y <y) =PV <y)=PW <logy) = @(bg%) Consequently,

the density function of Y is given by fy(y) = Fy (y) =

(logy—u)Q)
202

1
o XD ( -
. Alternatively, this result can be obtained from Theorem 5.20.

Solutions to Second Practice Second Midterm Exam

Let wy,we, w3 > 1. The equations y; = wy, yo = wiws, and y3 = wiwows
have the unique solution given by w; = y1, we = y2/y1, and w3z =



22.

24.
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1 0 0
8 2
y3/y2. Observe that W = | —y/y? 1/y12 0 _ ﬁ
0 —ys/yz 1/y2

Thus fyy,v5,v5 (Y1, Y2, y3) = ﬁfwl,w%wg(ybyz/y1,y3/yg) for 1 < y1 <
12 < y3, and this joint density function equals zero elsewhere.

The joint den81ty functlon of Y1, Y, and Y3 is given by fy, v, v5 (Y1, y2,y3 =
> for 1 < y1 < y2 < y3, and this joint density

ylyzyl(yz/yl) (v3/y2)? — y1y292
function equals zero elsewhere.
The random variables Y7, Y3, and Y3 are dependent. Their joint density

. 1 1
function appears to factor as (371) (yj

the fact that the range 1 < y; < y2 < ys is not a rectangle with sides
parallel to the coordinate axes and hence that the corresponding indicator
function does not factor. Alternatively, P(2 < Y7 < 3) > 0 and P(1 <
Y2 <2)>0,but P2<Y, <3and 1< Yy <2)=0,s0Y; and Y5 are
dependent.

) (y—%), but this reasoning ignores

Now X| = 721, Xo = Z1+ Zo, and x3 = Z1 + Z2 + Z3, so VaI‘(Xl) =1,
var(Xz) = 2, var(X3) = 3, cov(X1,X2) = 1, cov(Xy,X3) = 1, and
cov(Xsg, X3) = 2. Thus the desired variance-covariance matrix equals

1 11
1 2 2
1 2 3

Now Yy, = W1, Y3 = alWWy + Wy, and Y] = (6 + avy)W; + yWa + Wi,
Thus var(Y1) = (8+ay)?0} + 203 + 03, var(Ya) = o3, var(Y3) = 0420% +
o3, cov(Y1,Ys) = (B + av)o?, cov(Y1,Y3) = a(B + ay)o? + yo3, and
cov(Ys, Y3) = ao?. Thus the desired variance-covariance matrix equals

B+ ay)?ol ++%03 +05 (B+ay)o? a(B+ay)oi+ o3
(B + ay)o? o? ao?
a(B + av)o? + yo3 ao} a’o} + 03

Clearly, 07 = 2, a = 1, and 02 = 1. From the formula for cov(Y7, Y2), we
now get that §+ v = % Next, from the formula for cov(Y7,Y3), we get
that v = 0 and hence that g = % Finally, from the formula for var(Y3),

we get that o3 = 1.

Solutions to Third Practice Second Midterm Exam

Now Vi4+Yo+Y;=100,0 Y14+ Yo —-Y5=Y1 4+ Yo+ Y, + Y5 —100 =
2(Y1 + Y3) — 100. (Alternatively, Y7 + Y5 — Y3 = 100 — 2Y3.) Observe
that Y7 4+ Y5 has the binomial distribution with parameters n = 100 and
m = .55, which is approximately normally distributed by the Central
Limit Theorem, so Y7 + Y3 — Y3 = 2(Y; + Y3) — 100 is approximately
normally distributed.
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25.

28.

(b)

Probability

Now P(Yg > Y1+5/2> = P(Yl—i-YQ—YE; < 0) = P(2(Y1+Y2)—100 < 0) =
P(Y1 +Y> < 50), while Y7 + Y2 has mean 100(.55) = 55 and standard
deviation 1/100(.55)(.45) = 4.975. Thus, by the Central Limit Theorem
with the half-integer correction, P(Ys > Y] +Ys) = P(Y1 + Y, < 50) =

1
@(%) = §(—0.9045) = 1 — $(0.9045) = 1 — .8171 = .1829.
Now E[(Y —Y)?] = E[(Y — bX)?] = E(Y2 - 2bXY + b2X2) = B(Y?) —
2E(XY) +b2E(X?). Since L E[(Y —Y)?] = 2B(X?) > 0, E[(Y — Y)?]
is maximized when 0 = LE[(Y —Y)?] = 2bE(X?) — 2E(XY). Thus, the
unique best predictor of the indicated form is given by Y = BX, where

E(XY

The mean squared error of the best predictor of the indicated form is
given by E[(Y —Y)?] = E(Y?) - 28E(XY) + f%E(X?) = E(Y?) —

2[E(XY)]? E(XY)]? E(XY)]?
[E<(X2)>1 4l bg(p))} — B(y?) - | E((X2>)1 .

Now E(Y2 — Y1) = —2—1= —3 and var(Y2 — Y1) = var(Y7) + var(Y2) —
2cov(Y1,Y2) = 142+ 2 = 5. Since Y — Y] is normally distributed,

P(Yi > Ya) = P(Ya—Y1 < 0) = @(0‘5%3)) - @(%) = $(1.342) = .910.

Now Y7, Y5 and Y3 — aY; — bY5 have a trivariate normal distribution, so
[Y1, Y2]T and Yz3—aY;—bY; are independent if and only if cov(Y7, Yz3—aYi—
bY3) = 0 and cov(Ys, Y3—aY; —bYs) = 0. Observe that cov(Y7, Y3 —aY; —
bY3) = cov(Yy,Ys) —avar(Yy) —bcov(Y, Y2) =1 —a+b and cov(Ya, Y3 —
aYy — bY3) = cov(Ys,Y3) — acov(Yy, Ys) — bvar(Ys) = =2+ a — 2b. The
unique solution to the equations a — b = 1 and a — 2b = 2 is given by
b= —1and a =0. Thus [V, Y5]” and Y3 — aY; — bY3 are independent if
and only if a =0 and b= —1.

Solutions to Fourth Practice Second Midterm Exam

Now E(I?) = E(Iy) = 1/3, E(I3) = E(Is) = 1/3, and E(I3) = E(I3) =
1/3. Thus var(I;) = E(I?)—[E(L1)]? = 1/3—[1/3]? = 2/9 and, similarly,
V&I‘(IQ) = V&I‘(Ig) = 2/9. AISO, COV(Il,IQ) = E(Ilfg) - [E(Il)][E([Q)] =
0—(1/3)(1/3) = —1/9 and, similarly, cov(I1,I3) = cov(la,I3) = —1/9.
Thus the variance-covariance matrix of I;, Io and I3 equals

2/9 —1/9 —1/9
~1/9  2/9 —1/9
~1/9 —1/9  2/9

Since I1+1s+15 = 1, it follows from Corollary 5.6 of the textbook that the
variance-covariance matrix of I, I and I3 is noninvertible. Alternatively,

2/9 —1/9 —1/97 [ 1 0
~1/9 2/9 —1/9 || 1]|=|0],
~1/9 —1/9 2/9 | |1 0



Solutions to Practice Exams 21

which implies that the matrix is noninvertible. As a third approach, the
determinant of the matrix is given by
2/9 —-1/9 -1/9 2 -1 -1
1 1
-1/9 2/9 -1/9 |=—=| -1 2 —-1|=—=%(8-1-1-2-2-2)=0,

3 — 03
-1/9 -1/9 2/9 J -1 -1 2 9

which implies that the matrix is noninvertible.

(¢) The random variables I; and I; 4+ Iy are uncorrelated if and only if

0 = cov(ly, I} + BI2) = var(Iy) + Beov ({1, I2) =

Ol
Nel ey

and hence if and only if 8 = 2.

(d) If a red ball is chosen, then Iy = 1 and I; + 21, = 1; if a white ball is
chosen, then I; = 0 and I; + 2[5 = 2; if a blue ball is chosen, then I; = 0
and I; +2I, = 0. Thus P(Il =1,1 +2I, = 0) =0, but P(Il = 1) = 1/3
and P(Il + 21, = O) = 1/3, SO P(Il =1, + 21, = 0) % P(Il =
1)P(I; +2I5 = 0) and hence I; and I; + 2[5 are not independent random
variables.

29. Now Y = Y1Ys = exp(W7) exp(W2) = exp(W1+W3) = exp(W), where the ran-
dom variable W = W; + W5 has the gamma distribution with shape parameter
2 and scape parameter 1, whose density function is given by fy(w) = we™" for
w >0 and fyy(w) =0 for w < 0. If y = ¥, then w = logy and dw/dy = 1/y.
Thus fy(y) = fw(log y)%’ = %(log y)e o8y = 12}# for > 1 and fy(y) =0 for
y < 1. Alternatively, we can first find the joint density function of Z; = Yj
and Zy = Y1Y,. Note that if 21 = y; = expw and 29 = y1y2 = exp(wy + wa),

-1
— — _ d(wiwa) _ | #1 0 |_ 4
then wy, = log z; and wy = log 25 — log 21, so D) = ’ 72;1 251 = -
O(wi,w2) _ exp(—(witw 1
Consequently, fZleQ (21’22) = levW2 (w17w2) 8((zi,z22)) - ( z(lzlz 2D - 2122

for 1 < 21 < 2z and fz, z,(#1,22) = 0 elsewhere. Thus the marginal den-
sity of Zy = Y1Y3 is given by fz,(22) = fo L_dz = 105—2” for z9 > 1 and
2

zlzg

fz,(z2) = 0 for zo < 1. As a variant of this approach we can first find that

the joint density function of Y; and Y3 is given by fy, v,(y1,y2) = ﬁ for
192

y1,y2 > 1 and fy, v, (y1,y2) = 0 elsewhere. Set Z; =Y; and Z; = Y;Y5. Note

0(z1,22) _ ‘ 1 0

that if 21 = y1 and zo = Y199, then Dyr93)

= y1. Consequently,

Y2
Iy va (Y1, 92) 1 1 1
f7:,2,(21,22) = — = = = 1<z1 <2
e 72813 viys  Z(z/21)? 2123 ’

and fz, 7z, = 0 elsewhere, and so forth. As another alternative, we could first
find the joint density of Z; = W; and Zy = Y1Y7 = exp(W; + W3). Note that
if z1 = w; and zy = exp(w; + wy), then w; = 2z; and we = logze — 21, so
O(wi,wa2) 1 0

0(z1,22) — ’ -1 2’2_1

= é Consequently,

_ (w1, wg)  exp(—(w1 +wg)) 1
I71.25(21, 22) = [y, (w1, w2) o) - -2
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30.

32.

33.

Probability

for 0 < 21 < logzy and fz, z,(21,22) = 0 elsewhere. Thus the marginal

density of Zy = Y1Y3 is given by fz,(22) = fologZQ Z% dz) = k’f—ﬁ for zo > 1 and
2 2

fz,(z2) = 0 for zo < 1.

Now P(D1gp > 11) = P(N(11) < 100). The random variable N(100) has the
Poisson distribution with mean 112 = 121 and variance 121, so it has standard
deviation 11. By normal approximation to the Poisson distribution with large

mean, P(Digo > 11) = P(N(11) < 100) ~ @(%) = $(—1.909) = .028.
Alternatively, using the half-integer correction, we get that P(Djgo > 11) &~
@(w) ~ ®(—1.955) = .0253. (Actually, P(N(11) < 100) = .0227.)

Observe that D, does not have a gamma distribution. In particular, D; does
not have an exponential or other gamma distribution. To see this, note that
P(D1 > r) = P(N(r) < 1) = P(N(r) = 0) = exp(—r?), so the density fi
of Dy is given by fi(r) = 2rexp(—r?) for r > 0 and fi(r) = 0 for r < 0.
Thus D; has a Weibull distribution, but not an exponential or other gamma
distribution.

Solutions to First Practice Final Exam

(a) The distribution function of W = € is given by Fyy(w) = P(W < w) =
PV <w) =PV <logw) =1—e 1% =1 1/w for w > 1 and
Fy (w) =0 for w < 1. The density function of W is given by fi(w) =0
for w < 1 and fw(w) = Fjj;(w) = 1/w? for w > 1. The pth quantile of
W is given by 1 — 1/w, = p or w, =1/(1 —p).

(b) The distribution function of V' is given by Fy/(v) = 1—e"(1+4wv) for v > 0
and Fy(v) =0 for v < 0. Thus the distribution function of Y is given by
Fy(y) = P(Y <y) = P(e" <y) = P(V < logy) = 1—e~ °*¥(1+logy) =
1-— 1+1ngy for y > 1 and Fy(y) = 0 for y < 1 . The density function
of Y is given by fy(y) = F}(y) = —y% + % = h;# for y > 1 and
fr(y)=0fory <1

(a) Suppose that y; = wjwy and y2 = wy/we, where wi,wy > 0. Then

w1 = /y1y2 and wp = \/M Thus
O(w1, ws) o %\/M %\/M 1

I(y1,v2) % 1/(y1y2) *% Yy1/Ys RE

50 fyiva (Y1, 92) = g5 fwnws (VB2 /91 /y2) for yi,y2 > 0.

(b) Suppose y1 = wiwy and y2 = wi/wa, where wi,we > 1. Then y; > 1
and i < y2 < Y1, so it follows from the solution to (a) that fy,(y1) =

f/yl 33 S (Vv fw, (V1 /y2) dys for yi > 1.

_ logys
( le Z/l f/yl 2y2 y1y2 y1/y2 f/yl y2 y3 for y > 1.
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Let V7 and V5 be independent random variables each having the expo-
nential distribution with mean 1. Then V; + V5 has the gamma distribu-
tion with shape parameter 2 and scale parameter 1. According to Prob-
lem 32(a), Wi = €"* and Wy = ¢"2 are independent random variables hav-
ing the common density function given by f(w) = 1/w? for w > 1. Thus,
by Problem 32(b), the density function of Y7 = W1 Wy = exp(V1 + V) is
given by fy, (y1) = (logy1)/y? for y1 > 1, which agrees with the answer
to (c).

Observe that y3 > 1 and 1/y; < y2 < w1 if and only if yo > 0 and
y1 > max(ya, 1/y2). Thus if 0 < ya < 1, then y; > 1/y9 and if yo > 1,
then y; > ya. Consequently, fy,(y2) = flo/oyz 21/1%242 dyy =1 for0 <y, <1

and fy, (y2) = fyzo 2%%1/2 dy, = ﬁ for yo > 1.

E[(X —¢)(Y —d)] = E[(X -—EX+EX —¢)(Y —EY +EY —d)] =
E[(X — EX)(Y — EY)| + (EX — ¢)(BEY —d) + (EX — ¢)E(Y — EY) +
(EY — d)E(X — EX) = cov(X,Y) + (EX — ¢)(EY — d).

cov(X,Y) = n%cov(Xl ++ X Y1+ +Y,) = #[cov(Xl,Yl)—k~-+
cov(Xp, Yn)] = 5 ncov(X,Y) = Leov(X,Y).

Since L; is uniformly distributed on {1,..., N}, EU; = E[u(L1)] =
and EV; = E[v(L1)] = v, so C = cov(Uy, V1) = E[(U; — u)(Vi — 0)
1 N _ _

~ =1 (w = w) (v — 0).

L; has the same distribution as L1 for 2 <¢ < N.

(Li, Lj) has the same distribution as (L1, L) for i # j.

cov(Sy, T,) = cov(Uy + -+ + Up, Vi + - - + V) = ncov(Uy, Vi) + n(n —
L)cov(Uy, Vo) =nC +n(n —1)D.

Since Sy =Uy+-+-+ Uy =wu1+---+uy is a constant random variable,
COV(SN,TN) =0.

0=NC+N(N —1)D,so D=—C/(N —1).

cov(Sn, Tn) = nC +n(n —1)D = nC(1 — #=%) = nCL=2.

=

The random vector [Y1,Ys,Y3]” has the trivariate normal distribution

1 1 1
with mean vector [0,0,0]7 and variance-covariance matrix | 1 2 2

1 2 3
The inverse of the variance-covariance matrix of [Y7,Y3]7 is given by

-1
11 1 3 -1 | 3/2 —-1/2 ...
[ 1 3 ] =3 { 1 1 ] = [ _1/2 1/2 ] Thus the conditional
distribution of Y5 given that Y7 = y; and Y2 = g5 is normal with mean

B1y1 + B3ys and variance o2, where [ o } = [ 3/2 —1/2 ] [ ; } =

12 L 1ﬂ3_ _;i/? 1/2
[1/2]anda 2—[1/2 1/2}[1] 2-3=1

The best predictor of Ys based on Y7 and Yj coiEcides with the corre-
sponding best linear predictor, which is given by Y5 = (Y1 + Y3)/2. The
mean squared error of this predictor equals 1/2.
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39.

40.

(a)

Probability

There is a one-to-one correspondence between the distinct sequences
s1,- .., Sn of positive integers such that s; < --- < s, < s and the subsets
of {1,...,s} of size n. Since there are () the indicated subsets, there
are the same number of the indicated sequences.

P(Yl—l :yl—l,...,Yn_l—l :yn—l_l ‘ Yl—l—---—l—Yn—n:

s—n) = Pttt = R(OTrt s - (o =
" Ty (st (L) "

1/(io1)-

Let s1,...,s,—1 be positive integers such that s; < -+ < 5,1 < s—1

and set y1 = 51,92 = 52— 51,...,Yn—1 = Sn—1—5n—2,Yn = 5—Sp—1. Lhen

Y1, ..., Yn are positive integers adding up to s. Thus, by (b), P({Y1, Y1+
Y27'--7Y1+"'+Yn71}:{51a52a--~a3n71}|Y1+1"'+Yn:S}IP(YVI =
Y- Yo = Yna | V4 + Yo =5)=1/(77))-

Solutions to Second Practice Final Exam

Let X; denote the amount won by Frankie on the ¢th trial, and let Y;
and Z; be defined similarly for Johnny and Sammy. Then each of these
random variables takes on each of the values —1 and 1 with probability
1/2 and hence has mean zero and variance 1. Since Xi,..., X0 are
independent random variables, we conclude that X = X; +---4+ Xy has
mean 0 and variance 10. Similarly, Y and Z have mean zero and variance

10.

Now E(X,;Y;) = —1, so cov(X;, Y;) = —1. Since the random pairs (X;, Y;),
1 <7 <10, are independent, we conclude that cov(X,Y) = —10. On the
other hand, F(X;Z;) = 0, so cov(X;, Z;) = 0 and hence cov(X, Z) = 0.
Similarly, cov(Y, Z) = 0.

Now E(X+Y +Z7Z)=EX+EY +EZ = 0. Moreover, cov(X+Y +7) =
var(X) + var(Y) + var(Z) + 2cov(X,Y) + 2cov(X, Z) + 2cov(Y, Z) =
104+104+10—2-10 = 10. Alternatively, Y = —=X,s0 X +Y + 27 = Z and
hence E(X +Y +Z)=E(Z) =0 and var(X + Y + Z) = var(Z) = 10.

Think of the outcome of each trial as being of one of three mutually
exclusive types: A, B, and C. Then we have n independent trials and
the outcome of each trial is of type A, B, or C with probability 7y, w2,
or 73, respectively. Since Y7 is the number of type A outcomes on the
n trials, Y5 is the number of type B outcomes, and Y3 is the number of
type C outcomes, we conclude that the joint distribution of Y7, Ys, and
Y3 is trinomial with parameters n, 7, mo, and 3.

Let y1, y2, and y3 be nonnegative integers, and set n = y; + y2 + y3.
Then P(Y1 = yi1,Ys = y2, Y3 = y3) = P(Y1 = y1,Y2 = 1,Y3 =
ys, N = n) = P(N = n)P(Y1 = y1,Ys = y2,Y3 = yg|N =n) =
%e—kyll?gl!yalﬂ%lﬂgZW?Z{B — (Aﬂ'ﬂyl e—>\7T1 (Aﬂz?w 6—>\7T2 (Aﬂi?ys 6_>\7r3, SO }/1’
Y5, and Y3 are independent random random variables having Poisson
distributions with means Amwy, Amg, and Arws, respectively.
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42.

43.

(a)

Solutions to Practice Exams 25

The marginal density function of X is given by
> 2 R 2
fx(z) = 26“/ ye VT dy = a:em/ d(—e V' /%) = ze™®, x>0,
0 0

and fx(z) =0 for x < 0. Thus X has the gamma distribution with shape
parameter 2 and scale parameter 1, which has mean 2 and variance 2.

The conditional density function of Y given that X = x > 0 is given by

oye—(@2+y?) /o 2 o2
frix(ylz) = o =— = Fe™¥ /® for y > 0 and fyix(ylz) = 0 for

y <0.

Let x > 0. It follows from the answer to (b) that E(Y|X = z) =
fooo 273426_92/35 dy. Setting t = y?/x, we get that dt = 2y/xdy and y =
(zt)1/? and hence that E(Y|X = z) = [;"(xt)Y2e7tdt = 2¥/21'(3/2) =
‘/;Tx. Similarly, E(Y?|X = z) = [° 273/36*3’2/‘” dy = [ (wt)e tdt =
and hence var(Y|X = z) = z(1 — 7/4).

The best predictor of Y based on X is given by Y = E(Y|X) = V7X /2.
The mean squared error of this predictor is given by

MSE()A/) = Evar(Y|X)]|=FE[X(1—-7/4)] =2 —7/2.
The mean of Y is given by
EY = E[E(Y|X)] = E[V7X /2] = (Vn/2) E(VX).

Since E(VX) = I e~ dr = I 232e % dy = T'(5/2) = 3/7/4,
we conclude that EY = 37 /8. By Corollary 6.2, var(Y) = Elvar(Y|X)]+
var(E(Y|X)) = 2 — 7/2 + (n/4)var(v'X). Now var(vX) = EX —
(BEVX)? =2 — (3y/n/4)? = 2 — 971/16, so var(Y) = 2 — 7/2 + (2 —
97/16)/4 = 2 — 972 /64.

The desired probability is given by P(N; =2, No =5, N3 =9) = 1—70 .
6.5.2.4.3.2 1 6 1

3.
9

87654327 1098 ~ 120°
Observe that P(N7 = ny, No = ng, N3 = n3) is the probability that the
set of ten trials on which the red balls are drawn equals {ni,n2,ns}.

Since there are (130) such subsets, which are equally likely,

1 6 1
P(N; = Ny = N3 = = = = Jon°
(N1 =n1, No = ng, N3 = n3) (130) 10-9-8 120

The desired probability is given by P(N; = 2,No = 5,N3 = 9) =
2 3 3 3 6
(16) (16) (16) " (16) (36) " (36) (16) " (36) = (35) (%)
The desired probability is given by P(N1; = nj, No = ng, N3 = n3) =
1 —ni—1 —na—1 3 -3
()™ () (36)™ " () (6)™ ™ (55) = (55)"(5)™
By Corollary 6.8, the joint distribution of Y¥; and Y3 is bivariate normal
with mean vector 0 and variance-covariance matrix

ot Bio?
ﬂla% B%U% + 0'%



26 Probability

Bio? Bio?+ o2 B3 (8162 + BiBs)ot + P303
2 2
and hence that [ Bs B3 ] [ 012 262101 9 } { f2 ] = (834201 5203+

(b) Observe that [ 0%2 prot ] [ o ] _ { (B2 + B1B33)0?

ﬂl 09 101 +o ) ,83
ﬂ%ﬁg)af + ﬁ%og. Consequently, by Theorem 6.7, the joint distribution of
Y1, Yo, and Y3 is trivariate normal with mean vector 0 and variance-
covariance matrix

o} Bio? (B2 + B1B3)0?
Bio? 20} + 03 (5152 + BipBs)o? +5302
(B2 4 B1B3)ot  (Bif2+ BiBs)ot + B305 (03 + 2010203 + B163)0f + 305 + 03

Solutions to Third Practice Final Exam

45. (a) Observe that N; and Na are positive integer-valued random variables.
Let ny and mgy be positive integers. Then P(Ny = ny, No — N1 = mgy) =
PlU;<1/4for1 <i<mng, Uy, >1/4, U; < 1/dforny +1<i<nj+
M, Unyomy > 1/4) = (1/4)"7272(3/4) = (1/4)™ 1174 (1/4)™ 7" 3/4.
Thus N; and Ny — N; are independent. (Moreover, each of N — 1 and
Ny — 1 has the geometric distribution with parameter m = 1/4.)

(b) Observe that Nj is an integer-valued random variable and that No > 2.
Let ng be an integer with ny > 2. Then
P(NQ = 77,2) = ZZ? %P(Nl =ni, NQ — N1 = N9 — nl)

= S22l (1/4) 72 (3/4)% = (ngy — 1)(1/4)™ 72 (3/4)%. Thus Ny — 2 has

ni=1
the negative binomial distribution with parameters a = 2 and 7 = 1/4.

46. (a) lch_llyQ(l—y y—cf (y? —yh) y—c( 3/3— y5/5)‘ | = (4c)/15,
so c=15/4.

(b) BY = (15/4) [1, y*(1—¢?) dy = O and var(Y) = E(Y?) = (15/4) [, y*(1-
1
y?)dy = (15/4)(y°/5 —y"/T)|_, = 3/7.
(c) Now Y has mean 0 and variance 3/700. The upper quartile of the stan-

dard normal distribution is given by zr75 = 0.674. Thus, by the cen-
tral limit theorem, the upper quartile of Y is given approximately by

0.6744/3/700 = 0.0441.

47. Now Var(ﬁgl)) =var(Y) = n1o3 and Var(ﬁg)) =var(Y — X) = n~"var(Y —

X) =n"Yo? + 02 — 2po102). Thus V&I‘(ﬁg)) < Var(ﬁg)) if and only if o7 +

ag — 2po109 < 05 or, equivalently, o1 < 2p0s.

48. (a) Now E(Y,) = u and var(Y,) = Var(yl)mjvar(y") = L’ et o> 0.

n

. . > var(¥y, LI
Then, by Chebyshev’s mequahtiy, P(Y, —pul >c¢) < arg/ ) — i t%;“’: )
Thus if b < 1 then limn_,oo P(lY,—p|>c¢) < m limy, 00 (%
nb’l) (b+1) lim, oo n~1 = 0.

(b) Suppose that Y7,Ys,. .. are independent and normally distributed. Then
Y,, — t is normally distributed with mean 0 and variance (1°+- - - +n?) /n?

Thus P(|Y,, — p| > ¢) = 20( — W) Consequently, if (1 )
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1otgnb 1

holds then 0 = lim, .o 3 = b_ﬁhmn—@o -

b+1 limy, oo 1 and hence b < 1.

The assumptions of independence and normality are required to conclude
that Y1 + - -- 4+ Y}, is normally distributed and hence that Y,, is normally
distributed.

The solution to the equations y; = x1 + 2o + 3, Yo = %,

Y3 = ;9o s given by x1 = y1y2ys3, 22 = y1y2(1—ys3), and z3 = y1(1—y2).
Thus

and

Y293 Y193 Y1Yy2 )
=| ol —y3) yi(1—y3) —wyiye | = —yiye.
1—ye -1 0

O(x1, w2, 73)
a(ylv Y2, y3)

Consequently,

i vevs (U1, Y2, ¥3) = Y2 X0 X0, xs (Y1203, Y192(1 — y3), y1(1 — y2))

for y1 > 0 and 0 < y1,y2 < 1, and fy; v, v5(Y1,y2,y3) = 0 otherwise.

Suppose that X7, X5 and X3 are independent random variables, each
having the exponential distribution with inverse-scale parameter A\. Then
Y1 is a positive random variables and y, and Y3 are (0, 1)-valued random
variables. Let y; > 0 and 0 < y2,y3 < 1. Then fy; v,,v5(y1,¥2,y3) =
y1y2)\3 My1y2ys+yry2(1—ys)+y1(1—y2)] — =2 y2)\3 Ay — Myfe i 2ys - 1.
Thus Y7, Y5 and Y3 are independent, Y; has the gamma distribution with
shape parameter 3 and inverse-scale parameter A, Y5 has the density 2y,

n (0,1), and Y3 is uniformly distributed on (0, 1).

The distribution of X7 is normal with mean 1 and variance 1.

The conditional distribution of Y given that X; = x; is normal with
mean 3 + (r; — 1) = 2+ 27 and variance 3 — 1 = 2.

The joint distribution of X; and X5 is bivariate normal with mean vector

1, —Z]T and variance-covariance matrix [ _1 _; ]

The inverse of the variance-covariance matrix of X; and X» is given by

-1
[ _1 _; } = [ ? i ] Thus the conditional distribution of Y given

that X7 = 1 and X9 = x5 is normal with mean

2 1) [o—1]_ B
3+[ 1 =2 ] [ 11 ] [ oy 42 ] =34+0(x1—1)+(—1)(x2+2) = 1—xo
and variance 3 — (—1)cov(X2,Y) =3 -2=1.

It follows from the S(/)\lution to (b) that Yy =2 2+ X;. It follows from the
solution to (d) thatAY( ) = 1— X,. Moreover, Xy = 2+ (-1)(X1—-1) =
—1-X;. Thus 1-Xo=1—(-1-X;) =2+ X, = Yy , which illustrates
Theorem 5.17.

Solutions to Fourth Practice Final Exam
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52. The common mean of Y1,...,Y, is given by u = [;° 2y exp(—y?) dy. Making
the Change of variables t = y? with dt = 2ydy and y = /t, we get that pu =

53.

Jo

Yi,...,

Vtexp(—t)dt =T'(3/2) = /7 = 0.8862. The common second moment of
Y, is given by [;° 2y3 exp(—y?) dy = [;° texp(—t) dt =T'(2) = 1. Thus

the common of these random variables is given by o = /1 — /4 = 0.4633.
According to the central limit theorem, the upper decile of Y7 + - - -+ Yigg can
be reasonably well approximated by that of the normal distribution with mean
100 and standard deviation 100; that is, by 100u + 10029 = 100(0.8862) +
10(0.4633)(1.282) = 94.56.

(a)

Now P(Y; =1) = P(R) =1/2 and P(Y; =0) = P(W) =1/2,s0 Y} is
uniformly distributed on {0, 1}. Next P(Yg =2)=PRR) =3 -2 =1
Similarly, P(Ys = 0) = P(WW) = PYo=1)=1-1-1=3
and hence Y5 is uniformly distributed on {0, 1, 2}. Further, P(Y3 = 3) =
PRRR) = %-2-3 = { and P(Y3 = P(WWW) = g-gg = i. By symme-

try, P(2 red balls and 1 white ball = P(1 red ball and 2 white balls) =
# = 1, so Y3 is uniformly distributed on {0,1,2,3}. Finally,
P(Y, =4) = (RRRR) 5-2.3. % . By symmetry, P(Y; = 0) =
P(WWWW) = £. Also, P(RRRW) 3 % 3.1 =3 = L Similarly,
P(RRWR) = (RWRR) (WRRR) = so P(Y,=3)=4-%=1.
Consequently, P(Y; =2) =1-1-1_1_1— = L and hence Y4 is uniformly

distributed on {0,1,2,3,4}. Alternatively, PRRWW) = 1.2.2.2 =

2;,2 = 30 Similarly, each of the orderings involving 2 reds and 2 whites

4!

5191 = 6 such orderings, we

has probability = 55- Since there are (;1) =

conclude that P(Yy =2) =6+ 55 = +.

Observe that the probability of getting R y times followed by W n —y

1 2 —y _ yl(n—y)! ..
y—i/-l v R AR = CESVIE Similarly, any
other ordering of y reds and n —y whites has this probability. Since there
are (') such orderings, P(Y, = y) = (") CH () R N (e DL
y 88, n =1y (n+1)! 7 yl(n—y)! (n+1)! —

- +1 Thus Y, is uniformly distributed on {0,...,n}.
Alternatively, the desired result can be proved by induction. To this
end, we note first that, by (a), the result is true for n = 1. Suppose
the result is true for the positive integer n; that is, that P(Y, = i) =
1/(n+ 1) for 1<i<mn Let0<i<n+l Then Py = 1) =
P(Y,=i-1)z+PY,=1) ":iQZ = n_lH Zi% = n+2 Therefore Y;,11 is
uniformly distributed on {0, ...,n+ 1}. Thus the result is true for n > 1

by induction.

times is given by 1 5 g e

By Corollary 3.1, Y,, has the gamma distribution with shape parameter
n and scale parameter (3, whose density function is given by fy, (y) =

- e /B for y > 0 and fy, (y) =0 for y < 0.

B (n—1)!
The density function of Yy is given by fra () = 32°° P(N =n)fy, (y) =
oo 'n 1 7r _ - 1
Zn 1(1_7T)7rn llgn( 71)16 —y/B B y/ﬁ Zn 1%
1l—7 _y/ﬂz (Wy/ﬁ — 1ﬂ7T —y/ﬂeﬂ—y/lg g —y(l 7_(_)/6 fOr y S 0

and fy,(y) =0 for Y § 0. Thus Yy has the exponential distribution with
scale parameter /(1 — ).
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E(Yy) = /(1 — m) and var(Yy) = [3/(1 — 7)]%. Alternatively, Y;, has

mean n8 and variance n3%. Also E(N) =1+7/(1—7)=1/(1—7) and

var(N) = m/(1 — )2 Thus E(Yy) = E[E(YN|N)] = E(NB) = 8/(1—7)

and var(Yy) = E[var(ng]N)} + var[E(Yn|N)] = E[3?N] + var(BN) =
2

1ﬂ—7r +52(1—ﬂ7r)2 - (%) .

Since each of the random variables X1, Xo,... has mean 23 and variance

232, Y,, has mean 23n and variance 23%n.

Using the alternative solution to (c), we see that E(Yy) = E[E(Yn|N)]

E(26N) = 23/(1 — ) and var(Yy) = E[var(Yy|N)] 4+ var[E(YN|N)] =

E(Q2B2N) +var(26N) = 282/(1 — ) + 46%x/(1 — m)? = 2],

Let wy, wse, w3, wy > 0 and set t1 = wy, t9 = w1 + wa, t3 = wy + we + w3
and t4 = wi + wo + w3 + wy. Then wy = t1, wo = t9g — t1, wg = t3 — to
and wy = t4 — t3. Consequently,

1 0 00

O(wy, wy,w,wa) _ | =110 0] _,

Ot to,t3ty) | 0 =1 1 0|
0 0 -1 1

Thus fry 7,151, (t1, t2, 13, t4) = fory, wo,ws,wy (t1, te — t1,t3 —ta,tg — t3) =
e M1 \e=At2=t1) \e=Alts—t2) \e=Ata—ts) = N\e=Ma for () < ] < ty < tg <
t4 and i, T5,T5,Ty (tl, to, ts, t4) = 0 otherwise.

Observe that Ty = T3 + Wy, where [T1,T5, T3] and W, are independent.
Thus, by Theorem 6.2, the conditional distribution of Ty given that 71 =
t1, To = t9 and T3 = t3 coincides with the distribution of t3 4+ Wy, so the
corresponding conditional density function is given by

fT4\T1,T2,T3 (t4|t1, tz,tg) = )\exp(—)\(t4 - t3))a 0< t3 < t4,

and fr, 11y 11, (talt1, t2,13) = O elsewhere. Alternatively, arguing as in
(a) we conclude that the joint density of 77, Tb and T3 is given by

fry sy (th, ta, t3) = Aexp(—At3), 0 <t <tg <ts,

and fr, 1,15 (t1,t2,t3) = 0 elsewhere. Consequently,

_ fry e,y (Brstastata)  Aexp(—Aty)
Frur mo,m (talty 2, t3) = Jry s (ttets)  — Aexp(=Atd)

= dexp(—A(ty — t3)) for 0 < t3 < t4, and fr, /7 n, 1, (talts, t2,t3) = 0
elsewhere.

Now var(Ty) = var(W;) = A~2 and var(Ty) = var(W; + Ws) = var(Wy) +
var(Ws) = 2272, Similarly, var(T3) = 3A~3 and var(Ty) = 4\~%. Also,
( ) = cov(Wy, Wi+W3) = var(Wy) = A~2. Similarly, cov(T},T3) =
(T1,Ty) = A~2. Moreover, cov(Ty, T3) = cov(Wy + Wa, Wy + Wa +
Ws3) = var(Wy + Wa) = 2A72. Similarly, cov(T2,Ty) = 2A~2 and
cov(Ts,Ty) = 3A~2. Thus the variance-covariance matrix of Ty, Ty, T3
and T} equals

-2 )\72 )\72 )\72
—2 2)72 2272 )2
“2 2)72 3)72 3)\2
2

A
A
A
A2 2072 3A2 42
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(d) Since Th, Ta, T5 and Ty have a joint density function, it follows from
Theorem 5.19 that their variance-covariance matrix is positive definite
and hence invertible. Alternatively,

Ty 1 0007w
| 1100/ W
5| |11 10| W
T 1111 W,

Thus the variance-covariance matrix of 17, T, T3 and Ty equals

1 0 00 1 0 00 1111
\~2 1100 0100 0111
1 110 0010 0 011
11 11 0 001 00 01

Since the three indicated matrices are invertible (e.g., because the deter-
minant of each of them equals 1), so is their product.



Statistics (Chapters 7-13)
First Practice First Midterm Exam

1. Write an essay on Chapter 7.

2. Write an essay on one of the following three topics and its connection to
statistics:

(a) identifiability;
(b) saturated spaces;

(c) orthogonal projections.
Second Practice First Midterm Exam

3. Consider the task of giving a twenty minute review lecture on the basic proper-
ties and role of the design matriz in linear analysis. The review lecture should
include connections of the design matrix with identifiability, saturatedness,
change of bases, Gram matrices, the normal equations for the least squares
approximation and the solution to these equations, and the linear experimen-
tal model. Write out a complete set of lecture notes that could be used for this
purpose by yourself or by another student in the course. [To be effective, your
lecture notes should be broad but to the point, insightful, clear, interesting,
legible, and not too short or too long; perhaps 2% pages is an appropriate
length. Include as much of the relevant background material as is appropriate
given the time and space constraints. Points will be subtracted for material
that is extraneous or, worse yet, incorrect.|

4. Consider the sugar beet data shown on page 360 of the textbook. Suppose
that the five varieties of sugar beet correspond to five equally spaced levels of
a secret factor [with the standard variety (variety 1) having the lowest level of
the secret factor, variety 2 having the next lowest level, and so forth]. Suppose
that the assumptions of the homoskedastic normal linear experimental model
are satisfied with G being the space of polynomials of degree 4 (or less) in the
level of the secret factor. Let 7 be the mean percentage of sugar content for a
sixth variety of sugar beet, the level of whose secret factor is midway between
that of the standard variety and that of variety 2.

(a) Express T as a linear combination of the mean percentages p1, . . . , s cor-
responding to the five varieties used in the experiment (see Corollary 9.7).

Determine a reasonable estimate 7 of 7.

Determine the standard error of 7.

)
)
d) Determine the 95% confidence interval for 7.
) Determine the P-value for testing the hypothesis that 7 = p;.
)

Carry out a reasonable test of the hypothesis that 7 = p; = -+ = ps.

Third Practice First Midterm Exam
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Statistics

. Consider the task of giving a twenty-minute review lecture on the connection

between the least squares problem in statistics and the least squares problem in
linear analysis and on the solution to the latter problem based on orthogonal
projections. The coverage should be restricted to the material in Chapters 8
and 9 of the textbook and the corresponding lectures. Write out a complete set
of lecture notes that could be used for this purpose by yourself or by another
student in the course.

. Consider the sugar beet data shown on page 360 of the textbook.

(a) Use all of the data to carry out a ¢ test of the hypothesis that s — 17 <
H1 — 18.

(b) Use all of the data to carry out an F test of the hypothesis that 1 = 18,
e =17, and ps = 19.

. Consider the data

r -5 -3 -1 1 3 5
Yy Y2 Ys Y4+ Ys Ye

Let G be the space of quadratic polynomials on R and consider the basis 1, x,
2
x“ of G.

(a) Determine a quadratic polynomial P(x) such that 1, x, P(z) is an or-
thogonal basis of G (relative to the inner product with unit weights).

(b) Let the least squares quadratlc polynomlal fit to the data be written as
bg+b1x+bgP( ). Determine bo, by and by explicitly in terms of y1, .. ., ys.

Fourth Practice First Midterm Exam

. Consider the task of giving a fifteen-minute review lecture on the role and

properties of orthogonal and orthonormal bases in linear analysis and their
connection with the least squares problem in statistics. The coverage should
be restricted to the material in Chapters 8 and 9 of the textbook and the
corresponding lectures. Write out a complete set of lecture notes that could
be used for this purpose by yourself or by another student in the course.

. Consider the sugar beet data shown in Table 7.3 on page 360 of the textbook,

the corresponding homoskedastic normal five-sample model, and the linear
parameter 7 defined by

_ Mt ustps  pet
3 2

(a) Determine the 95% lower confidence bound for .

(b) Determine the P-value for the ¢ test of the null hypothesis that 7 < 0, the
alternative hypothesis being that 7 > 0. (You may express your answer
in terms of a short numerical interval.)
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(c) Suppose that the parameter 7 was defined by noticing that Y5 and Yy are
smaller than Y7, Y3 and Y5. Discuss the corresponding practical statistical
implications in connection with (a) and (b).

10. Consider the data

1 -5 -3 -1 1 3 5
T2 2 -1 -1 -1 -1 2
Y Yi Y2 Ys Y4+  Ys Yo

Let G be the space of functions on R? of the form by + byz1 + baxa.

Determine the design matrix X.

(a
(b

)

) Determine whether or not G is saturated.
c) Determine whether or not G is identifiable.
)
)

(
d

(e) Express the least squares estimates /l;o, 51 and /52 of by, by and bo, respec-
tively, explicitly in terms of y1, yo, ¥3, ¥4, y5 and ys.

Determine whether or not the basis functions 1, 1 and x9 are orthogonal.

Fifth Practice First Midterm Exam

11. Consider the task of giving a fifteen-minute review lecture on the properties of
the t distribution and the role of this distribution in statistical inference. The
coverage should be restricted to the material in Chapter 7 of the textbook
and the corresponding lectures. Write out a complete set of lecture notes that
could be used for this purpose by yourself or by another student in the course.

12. Let G be the space of functions on X = R that are linear on (—o0c, 0] and on
[0, 00), but whose slope can have a jump at z = 0. (Observe that the functions
in G are continuous everywhere, in particular at x = 0. The point x = 0 is
referred to as a knot, and the functions in G are referred to as linear splines.
More generally, a space of linear splines can have any specified finite set of
knots.)

(a) Show that (explain why) a function g on R is in G if and only if it is of
the form

A+ Bx forxz <0,
g(x) =
A+ Czx forxz >0,

for some choice of the constants A, B and C.

(b) Show that G is a linear space.

Consider the function x, € G defined by

x forxz >0,
1E+:
0 for xz <0.

(c) Show that 1,  and x4 are linearly independent functions in G.
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(d) Show that these three functions form a basis of G and hence that dim(G) =
3.

(e) Show that 1, z and |z| form an alternative basis of G, and determine the
coefficient matrix A for this new basis relative to the old basis specified
in (c).

Consider the design points z} = =2, 24, = —1, 2§, =0, 2), = 1 and 2z = 2 and
unit weights.
(f) Determine the Gram matrix M for the basis in (e).

(g) Determine a function g € G such that 1, x and g form an orthogonal
basis of G.

(h) Determine the squared norms of the basis functions in (g).

(i) Use the orthogonal basis in (g) to determine the orthogonal projection
Pg(x?) of the function x2 onto G, and check that 22— Pg(z?) is orthogonal
to 1.

First Practice Second Midterm Exam
13. Write an essay using the lube oil data to tie together many of the main ideas

from Chapters 10 and 11 of the textbook.

14. Consider the following experimental data.

r1 X2 T3 x4 Y

1 -1 0 -1 Yg
1 -1 1 1 Yy
1 1 -1 1 Yo
1 1 0 0 Y
1 1 1 -1 Yo

Think of the values of Y as specified but not shown. Instead of using their
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actual numerical values on the exam, use the summary statistics

n = 12
?:%ZYi

TSS = > (Vi-Y)

T = (z1,Y())
T, = (z2,Y())
T3 = (x3,Y())
Ty = (z4,Y())
Ts = (x3—-2/3,Y())

Similarly, any numerical value defined in terms of these summary statistics
can be treated as a numerical value later on. You can also define numerical
values (e.g., P-values) by using functions such as t,(y), tpv, Fvi s (Y), Fpui s
or the equivalent S/S-PLUS functions.

(a)
(b)

(f)

Are the design random variables X1, X5, X3 and X4 uniformly distributed
(why or why not)?

Are these design random variables pairwise independent (why or why
not)?

Does the design have the form of an orthogonal array (why or why not)?

Show that the design random variables X;, Xo and X3 are independent,
as are X1, X9 and X4.

Consider the following linear spaces:

G1: linear functions on {—1,1}

Gl2: linear functions on {—1,1}

G3: linear functions on {—1,0, 1}

G4: quadratic polynomials on {—1,0,1}

Think of G4, ..., G4 as spaces of functions on z1, . .., x4, respectively. Let
G? = G;6Gcon as usual. Then these spaces have the following orthogonal
bases:

GY: 2
Gg: X9
Gg: I3
GS: x4, 22— 2/3

Determine the squared norms of the indicated basis functions. Also de-
termine which two of these basis functions fail to be orthogonal and
determine their inner product.

Consider the linear space

G=Gn®G0G 0 Gl GY.
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(2)

Statistics

Write the least squares estimate of the regression function in this space
as

Bo + iy + Bowa + Baxs + Bama + Bs(23 — 2/3).

Determine the least squares estimates of the regression coefficients in
terms of the summary statistics 71,...,7T5.

Determine the corresponding fitted sum of squares FSS (in terms of
Bi, ... ,35) and residual sum of squares RSS (recall that you “know”
TSS). Show your results in the form of an ANOVA table, including the
proper degrees of freedom and F' statistic. Describe the null hypothesis
that is being tested by this statistic.

Determine the usual estimates S? and S of ¢2 and o, respectively. De-
termine the standard error of B5. Determine the 95% confidence interval
for B5. Determine the P-value for testing the hypothesis that g5 = 0.

Let RSSp be the residual sum of squares for the least squares estimate
of the regression function in the subspace of G spanned by 1, x1, 2, x3
and x4. Determine a simple formula for RSSg — RSS in terms of implicit
numerical values.

Second Practice Second Midterm Exam

15. Consider the task of giving a twenty minute review lecture on hypothesis test-

ing in the context of the mormal linear model. The review lecture should
include the description of the model, ¢ tests, F' tests, their equivalence, tests
of constancy, goodness-of-fit tests, and connection with coefficient tables and
ANOVA tables. Write out a complete set of lecture notes that could be used
for this purpose by yourself or by another student in the course.

16. Consider the following orthogonal array and response data.
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T1 To X3 X4 Y
-3 -1 1 -1 232
-3 -1 -1 1 190
-3 0 -1 -1 204
-3 0 1 1 138
-3 1 -1 1 174
-3 1 1 —1 148
-1 -1 -1 -1 224
-1 -1 1 1 222
—1 0 -1 1 176
-1 0 1 -1 202
-1 1 -1 -1 232
—1 1 1 1 138
1 -1 -1 1 228
-1 1 -1 226

0O -1 -1 214

0 1 1 184

1 1 -1 194

1 -1 1 208

-1 -1 -1 298

148
0 1 -1 180
0 -1 1 222
1 -1 -1 198
1 1 1 220

LW W W W W W = =
|
[a—
[—
[

Let X1, X9, X3 and X4 be the corresponding design random variables.
Which of the following triples of design random variables are independent
and which are dependent? X7, X9 and X3; X7, X2 and Xy4; X1, X3 and
Xy.

Let G be the 7-dimensional linear space of functions on R® having the
basis functions 1, z1, ¥2 — 5, 29, 3, T4, T173. Determine the squared
norms of these basis functions.

With one exception, these basis functions are orthogonal to each other.
Determine the exceptional pair and determine the inner product of the
basis functions of this pair.

Determine the Gram matrix of the basis functions, and determine the
inverse of this matrix.

Here are some useful summary statistics: ) . Y; = 4800; > . x;1Y; = 600;
S —5)Y; = =384; D wppY; = —256; > w3 = —336; >, wiaY; =
—304; Y, zixi3Y; = —336. Use these summary statistics to determine
the least squares estimates of the regression coefficients.

Determine the fitted sum of squares.

The total sum of squares is given by T'SS = 30480. Determine the residual
sum of squares.

Test the hypothesis that the regression function is a linear function of xq,
9, x3 and xy4.
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(i) Consider the possibility of removing one of the basis functions of G.
Which basis function should be removed and why?

Third Practice Second Midterm Exam

17. Consider the task of giving a twenty-minute review lecture on randomization,
blocking, and covariates. The coverage should be restricted to the relevant
material in the textbook and the corresponding lectures. Write out a complete
set of lecture notes that could be used for this purpose by yourself or by another
student in the course.

18. Consider the following orthogonal array and response data.

T1 To T3 T4 T3 Tg Y ||x1 X9 X3 x4 X5 T Y
-1 -1 -1 -1 -1 -1 262 1 -1 1 -1 -1 -1 642
-1 -1 -1 0 0 0 649 1 -1 1 0 0 0 315
-1 -1 -1 1 1 1 854 1 -1 1 1 1 1 520
-1 -1 -1 -1 0 -1 879 1 -1 1 -1 0 0 497
-1 -1 -1 0 1 0 461 1 -1 1 0 1 1 793
-1 -1 -1 1 -1 1 698 1 -1 1 1 -1 -1 460
-1 -1 1 -1 1 0 86| 1 -1 -1 -1 1 0 754
-1 -1 1 0 -1 1 197 1 -1 -1 0 -1 1 809
-1 -1 1 1 0O -1 637 1 -1 -1 1 0 —1 535
-1 1 -1 -1 0 1 273 1 1 1 -1 -1 0 582
-1 1 -1 0 1 —1 713 1 1 1 0 0 1 255
-1 1 -1 1 -1 0 2361 1 1 1 1 1 —1 604
-1 1 1 -1 -1 1 16| 1 1 -1 -1 0 1 315
-1 1 1 0 0 —1 547 1 1 -1 0 1 —1 755
-1 1 1 1 1 0 38] 1 1 -1 1 -1 0 992
-1 1 1 -1 1 1 60| 1 1 -1 -1 1 —1 552
-1 1 1 0 -1 —1 259 1 1 -1 0 -1 0 607
-1 1 1 1 0 0 555 1 1 -1 1 0 1 903

Consider the linear space G spanned by the linearly independent functions 1,
1, Ta, T3, T1T2, T4, T5, ¢ and x4xs. The corresponding Gram matrix is given

by

3 0 0 0 0 0 0 0 07

0 3 0 0 0O 0 0 0 0

0 0 36 0 0O 0 0 0 O

0 0 0 3 —-12 0 0 0 6

M=| 0 0 0 —-12 3 0 0 0 0

0 0 0 0 024 0 0 0

0 0 0 0 0 024 0 0

0 0 0 0 0 0 0 24 0
L 0 0 0 6 0 0 0 0 16 |

(a) Verify the correctness of the entry 16 in the last row and column of M.
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(b) Explain why it follows from the fact that the design has the form of
an orthogonal array that the entry in row 3 and column 5 of the Gram
matrix equals zero.

(c¢) Are the design random variables X3, X4 and X5 independent?
(d) Are the design random variables X4, X5 and Xg independent?

The inverse Gram matrix can be written as

7238 0 0 0 0O 0 0 0 07

0 238 0 0 0O 0 0 0 0

0 0 238 0 0O 0 0 0 0

1 . 0O 0 0 288 96 0 0 0 —108
1= 0 0 0 9% 270 0 0 0 —36
36 - 238 0O 0 0 0 0 357 0 0 0

0 0 0 0 0 0 357 0 0

0 0 0 0 0 0 0 357 0

. 0 0 0 —-108 -3 0 0 0 576 |

Here are some potentially useful summary statistics: ), Y; = 19080, >, x;1Y; =
2700, EZ I’iQY;; = —2556, Zz 561'31/;' = —3414, Zz .’L‘ill’iQY;’ = 3036, Zz 1‘1'41/; =
1344, > xi5Y; = 1200, Y. x6Y; = —1152, > . wjuxisY; = —1090, and ), (Y; —
Y)? = 2363560. Assume that the normal linear regression model correspond-
ing to G is valid. Write the regression function and its least squares estimate

as () = Bo+ b1+ Poxa + B3z + Bar1z2 + P54 + Bews + Brae + fsraxs and
a(-) = Bo + brzr + Baxa + P33 + Baz1za + Bsza + Pexs + Brre + SsraTs.

(¢) Determine fj.
The residual sum of squares is given by RSS = 1325184.

(f) Determine the usual estimate S of o.

(g) Test the hypothesis that 84 = 0.
Let Gg be the subspace of G spanned by 1, z1, z2, 3, and z1x9.
(h) Determine the numerical values of the regression coefficients for the least
squares fit in Gg.

(i) Determine the corresponding fitted and residual sums of squares.

(j) Test the hypothesis that the regression function is in Gg. (Show the
appropriate ANOVA table.)

Fourth Practice Second Midterm Exam

Section 10.8 of the textbook is entitled “The F Test.” It includes subsections
entitled “Tests of Constancy,” “Goodness-of-Fit Test,” and “Equivalence of ¢
Tests and F' Tests.” Consider the task of giving a fifteen-minute review lecture
on this material. Write out a complete set of lecture notes that could be used
for this purpose by yourself or by another student in the course.
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20. The orthogonal array in the following dataset is taken from Table 9.18 on Page
210 of Orthogonal Arrays: Theory and Applications by A. S. Hedayat, N. J.
A. Sloane and John Stufken, Springer: New York, 1999. Note that each of the
first six factors take on two levels. In the indicated table, the two levels are
0 and 1, but for purpose of analysis it is easier to think of them as being —1
and 1 (so that £ = --- = Zg = 0). Similarly, the last three factors take on
four levels. In the indicated table, they are indicated as 0, 1, 2 and 3, but for
present purposes, it is more convenient to think of them as being —3, —1, 1
and 3:

ry T2 X3 X4 T5 T Ty Tg Tg9g Y
-1 -1 -1 -1 -1 -1 -3 -3 -3 16
1 1 -1 1 -1 1 -3 1 1 26
—1 1 1 1 1 -1 1 -3 1 34
1 -1 1 -1 1 1 1 1 -3 28
-1 -1 1 1 1 1 -3 3 3 29
1 1 1 -1 1 -1 -3 -1 -1 27
-1 1 -1 -1 -1 1 1 3 —1 11
1 -1 -1 1 -1 -1 1 -1 3 41
1 1 -1 -1 1 1 3 -3 3 38
-1 -1 -1 1 1 -1 3 1 -1 24
1 -1 1 1 -1 1 -1 -3 —1 40
—1 1 1 -1 -1 -1 -1 1 3 26
1 1 1 1 -1 -1 3 3 =3 27
-1 -1 1 -1 -1 1 3 —1 1 33
1 -1 -1 -1 1 -1 -1 3 1 25
—1 1 -1 1 1 1 -1 -1 -3 15

Here are some (mostly) relevant summary statistics:
DT ==, w9 =0;
Do TATTT8 = Y TidTirTig = » ; TisTirTig = »; TiaTirxig = 0;
y =275 > ,;(y; — §)* = 1108;
Do rayi =64 30wy = =325 30 vy = 805 D2, wigys = —120;
> Tirwigy; = —288.
(a) Are the design random variables X, X7 and Xy independent? (Justify
your answer.)
(b) Are x; and z7xg orthogonal?
(¢) Determine (xg, x728).
(d) Determine the least squares estimate of the regression function of the
form By + Srz1 + Pow2 + Brar + Pss + Prsvras.
(e) Determine the corresponding fitted and residual sums of. (Show your
work. As a check, I got that FSS = 787.36.)

(f) (Under the assumptions of the corresponding homoskedastic normal lin-
ear regression model) Determine the ¢ statistic and determine (an appro-
priate interval for) the corresponding P-value for testing the hypothesis
that 85 = 0.
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(g) Determine the residual sum of squares corresponding to the hypothesis
that B3 = 0, and use it to carry out the F' test of this hypothesis.

(h) Determine the 95% confidence interval for the change in the mean re-
sponse caused by changing zg from its lowest level (—3) to its highest
level (3) with x1, 2 and z7 all held fixed at the level —1.

Fifth Practice Second Midterm Exam

21. Consider the task of giving a fifteen-minute review lecture on tensor-product
spaces and their application to interactions in linear regression models and, in
particular, to the corresponding ANOVA tables. Write out a complete set of
lecture notes that could be used for this purpose by yourself or by another
student in the course.

22. Consider the following “experimental” data in the form of an orthogonal array:

r1 T2 X3 T4 Y
-1 -1 -1 -1 12
-1 -1 0 1 11
-1 -1 1 0 17
-1 0 -1 1 13
—1 0 0 0 19

-1 0o 1 -1 17
-1 1 -1 0 13
-1 1 0 -1 11
-1 1 1 1 10
1 -1 -1 0 25
1 -1 0 -1 31
1 -1 1 1 34
1 0 -1 -1 25
1 0 0 1 20
1 0 1 0 30
1 1 -1 1 10
1 1 0 0 12
1 1 1 -1 26

Let X1, X2, X3 and X, denote the corresponding design random variables.
Observe that

e X, X7 and X3 are independent
e X, X5 and X4 are independent
e X, X3 and X4 are independent

(a) Are Xy, X3 and X, independent (why or why not)?
(b) Let G be the space of functions on R* spanned by the functions
17 Ty, T2, I%) T3, x?’n T4, IZ, 12, T1X3, T1T4.

Justify that the indicated 11 functions are linearly independent and form
a basis of G.
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(c) Demonstrate that the basis in (b) is not an orthogonal basis.

(d) It can be shown that
1, x1, 22, I’% - 2/37 I3, JI% - 2/3> L4, 1‘421 - 2/3a T1T2, L1X3, T1L4

is an orthogonal basis of G. Demonstrate, in particular, that :c% —2/3is
orthogonal to 1, x1, x2, x3 and 1::23 — 2/3. Hint: use the design random
variables.

Here are some relevant summary statistics:

> i =336
i
> (wi—p)* = 1078
i
Z iy = 90
i
meyz' = —48
i
> (2 —2/3)y; = 12
i
Z xi3y; = 36
i
Z(l’?s —2/3)yi =38
i
meyi =24
i
2(95224 —2/3)yi = —4
i
Zﬂﬁilﬂmyi = —36
i
Z Ti1xizy; = 24
i

Z T gl = —12
i

Let the least squares estimate in G of the regression function be written as

f(x1, z2, T3, T4) = Bo + Bt + Baxa + Bg(xg —2/3)
+ B4$3 + 35(1';2?, — 2/3) + //3\61'4 + 37(%3 — 2/3)

+ Bsr1w2 + Box123 + BroT174.



Practice Exams 43

It follows from the above summary statistics that

[i(z1, w2, x3,24) = 18% + 521 — 4oy — 3(23 — 2/3)
+ 3x3 + 2(x2 — 2/3) — 224 — (22 — 2/3)
—3x120 + 221203 — X124

=20+ 521 — 4xo — 356% + 3x3 + 256% — 2y — 1:421 —3x122 + 221203 — T124.

(e) Check that the numerical values given for 507 Bl, 52, Bg and 58 are correct.
The numerical value of the fitted sum of squares is given by FSS = 1022.
(f) Determine the residual sum of squares and the squared multiple correla-

tion coefficient.

(g) Determine the least squares fit jip(-) in the subspace G of G spanned
by 1, z1, x2, x3 and x4, and determine the corresponding fitted sum of
squares FSSg.

From now on, let the assumptions of the homoskedastic normal linear regres-
sion model corresponding to G be satisfied.

(h) Determine the usual estimates s? and s of 02 and o, respectively.

(i) Carry out the standard test of the null hypothesis that u(-) € Gp. In par-
ticular, determine the numerical value of the usual test statistic and de-
termine (the appropriate interval containing) the corresponding P-value.

Let the regression function be written in terms of the basis in (d) as

lu’(x17x27 x3, x4) == ,8() + ,611'1 + ,82.%'2 + ﬁ3($% — 2/3)
+ Baxs + Bs(x2 — 2/3) 4 Bexa + Br(z —2/3)
+ Bgx1xe + Bor123 + Brox124.

Also, let 7 denote the change in the mean response caused by changing factor
1 from low to high (i.e., from x; = —1 to x; = 1) with the other factors held
at their low level (i.e., zg = x3 = 14 = —1).

(j) Determine the least squares estimate 7 of 7 (both in terms of E{], . ,,/6\10
and numerically).
(k) Determine the 95% confidence interval for 7.

(1) Carry out the usual test of the null hypothesis that 7 = 0. In particular,
determine the numerical value of the usual test statistic and determine
(the appropriate interval containing) the corresponding P-value.

First Practice Final Exam

23. Write out a detailed set of lecture notes for a review of HYPOTHESIS TEST-
ING in the context of the homoskedastic normal linear regression model. Be
sure to include t tests, F' tests, tests of homogeneity, goodness-of-fit tests, and
their relationships.
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24. Write out a detailed set of lecture notes for a review of HYPOTHESIS TESTNG
in the context of POISSON REGRESSION.

25. (a) Use least-squares approximation, as treated in the textbook, to determine
a decent quadratic approximation to the function y/z in the interval 1 <
r < 2.

(b) Determine the maximum magnitude of the error of approximation.

26. Consider an experiment involving two factors, each having the two levels 1
and 2. The experimental results are as follows:

r1 Ty F of runs # of successes

1 1 50 20
1 2 25 11
2 1 25 18
2 2 20 28

Consider the corresponding linear logistic regression model in which G is the
space of additive functions of x1 and x9. Consider also the submodel in which
Gy is the space of additive functions of the form g(x1) + g(z2) (equivalently,
of the form g1(x1) + g2(x2) with g1 = g9).

(a) Determine the dimensions of Gy and G.

(b) Determine a basis of Gy and determine an extension of this basis to a

basis of G.

(c) Determine the design matrices (as defined in Chapter 13) corresponding
to G and G.

(d) Using 0 as the vector of starting values for the maximum likelihood esti-
mates of the regression coefficients for the submodel, determine the first
iteration of the iteratively reweighted least-squares method for obtaining
these estimates.

The maximum likelihood estimates 7 and 7y of the success probabilities at the
design points corresponding to the model and submodel, respectively, are as

follows:
I T2 % 51'\0
1 1 4336 .4332
1 2  .3728 .5136
2 1 .6528 .5136
2 2 .5936 .5932

(e) Determine the maximum likelihood estimate Bo of the coefficient vector
corresponding to the submodel.

(f) Determine the standard errors of the entries of the MLE in (e).

(g) Determine the likelihood ratio statistic for testing the submodel under
the assumption that the model is valid, and determine the corresponding
P-value.
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Second Practice Final Exam

27. Consider the task of giving a 45 minute review lecture that is directed at syn-

28.

thesizing the material on ordinary regression and that on logistic regression.
Thus you should NOT GIVE SEPARATE TREATMENTS of the two con-
texts. Instead, you should take the various important topics in turn and point
out the similarities and differences between ordinary regression and logistic
regression in regard to each such topic. In particular, you should compare and
contrast

e the assumptions underlying ordinary regression and those underlying lo-
gistic regression;
e the least squares method and the maximum likelihood method;

e the joint distribution of the least squares estimates and that of the max-
imum likelihood estimates;

e confidence intervals in the two contexts;
e tests involving a single parameter in the two contexts;

e [ tests in the context of ordinary regression and likelihood ratio tests in
the context of logistic regression;

e goodness-of-fit tests in the two contexts.

Write out a complete set of lecture notes that could be used for this purpose
by yourself or by another student in the course.

Consider a complete factorial experiment involving two factors, the first of
which is at three levels and the second of which is at two levels. The experi-
mental data are as follows:

1 xo Time parameter Number of events

-1 -1 25 35
-1 1 25 20
0 -1 50 75
0 1 50 50
1 -1 25 30
1 1 25 40

Consider the corresponding Poisson linear experimental model, in which G =
G1 + G4, where (G is the space of quadratic polynomials in z; and G5 is the
space of linear functions of xs.

(a
(b

(c
(d

Determine the dimensions of G1, G2 and G.
Determine which of these spaces are identifiable.

Determine which of these spaces are saturated.

~—_— — —

Consider the basis 1, 21, 3 — 2/3 of G1. Determine the corresponding
maximum likelihood estimate in G of the regression coefficients. Hint:
Observe that if the column vectors of a square matrix X are suitably
orthogonal and nonzero then X7 X is an invertible square matrix D and
hence X! = D71 X7,
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(e) Under the assumption that the Poisson regression function is in Gy, de-
termine a reasonable 95% confidence interval for the change in rate when
the first factor is changed from its low level to its high level.

(f) Consider the basis 1, z1, 23 —2/3, x3 of G. Determine the corresponding
maximum likelihood equations for the regression coefficients.

(g) The actual numerical values of the maximum likelihood estimates of these
coefficients are given by 3 = 0.211, 3 = 0.121, 3, = —0.007, and
Bg = —0.121. Determine the corresponding deviance and use it to test
the goodness-of-fit of the model.

(h) Under the assumption that the Poisson regression function is in G, carry
out the likelihood ratio test of the hypothesis that this function is in G;.

29. Consider the two-sample model, in which Yi1,...,Y1,,,Y21,..., Y2y, are inde-

pendent random variables, Y71, ..., Yi,, are identically distributed with mean
w1 and finite, positive standard deviation oy, and Ya1, ..., Y2, are identically
distributed with mean po and finite, positive standard deviation oo. Here n;
and ngy are known positive integers and pi, o1, po, and o2 are unknown pa-
rameters. Do NOT assume that the indicated random variables are normally
distributed or that oy = o9. Let Y7, Si, Y5, and Sy denote the corresponding
sample means and sample standard deviations as usually defined.

(a) Derive a reasonable formula for confidence intervals for the parameter
u1 — po that is approximately valid when n; and ng are large.

(b) Derive a reasonable formula for the P-value for a test of the hypothesis
that the parameter in (a) equals zero.

(c) Calculate the numerical value of the 95% confidence interval in (a) when
ni =50, Y] =18, S; = 20, ny = 100, Y5 = 12, and S, = 10.

(d) Determine the P-value for the test in (b) [when n; and so forth are as in
(©)]-

(e) Derive a reasonable formula for confidence intervals for the parameter
u1/p2 that is approximately valid when ng and no are large and pg # 0.

g2
n2 [u2|

(f) Explain why ~ 0 is required for the validity of the confidence
intervals in (e).

(g) Derive a reasonable formula for the P-value for a test of the hypothesis
that the parameter in (e) equals 1.

(h) Calculate the numerical value of the 95% confidence interval in (e).
(i) Determine the P-value for the test in (g).
(j) Discuss the relationships of your answers to (c), (d), (h) and (i).

Third Practice Final Exam

30. Consider the task of giving a twenty-minute review lecture on each of the

two topics indicated below. The coverage should be restricted to the relevant
material in the textbook and the corresponding lectures. Write out a complete
set of lecture notes that could be used for this purpose by yourself or by another
student in the course.



31.

32.

Practice Exams 47

(a) The topic is least squares estimation and the corresponding confidence
intervals and ¢ tests (not F' tests).

(b) The topic is maximum likelihood estimation in the context of Poisson
regression and the corresponding confidence intervals and Wald tests (not
likelihood ratio tests).

Let Y7, Y5, and Y3 be independent random variables such that Y; has the
binomial distribution with parameters n; = 200 and 7y, Y5 has the binomial
distribution with parameters no = 300 and w9, and Y3 has the binomial dis-
tribution with parameters ng = 400 and 73. Consider the logistic regression
model logit(7,) = Bo + Bixk + Poxi for k = 1,2,3, where 1 = —1, 23 = 0,
and x3 = 1. Suppose that the observed values of Y7, Ys, and Y3 are 60, 150,
and 160, respectively.

Determine the design matrix and its inverse.

(a)
(b)
(c)
(d) Carry out the Wald test of the hypothesis that 3; = 0.

Determine the maximum likelihood estimates of Gy, (1, and Fs.

Determine a 95% confidence interval for 3.

Consider the submodel 81 = 0 or, equivalently, that logit(my) = By + Bez? for
k=123

(e) Determine the maximum likelihood estimates of 3y and (B2 under the
submodel. Hint: explain why the data for the first and third design
points can be merged.

(f) Carry out the likelihood ratio test of the submodel.

Consider an experiment involving a single factor at three levels: z; = —1,
x9 = 0, and x3 = 1. There are 200 runs at —1, 300 runs at 0, and 400 runs at
1. The 900 responses are independent and normally distributed with a common
unknown variance o2. Let Y, 1 < i <200, denote the responses at level —1;
let Y;, 201 < ¢ < 500, denote the responses at level 0; and let Y;, 501 < ¢ < 900,
denote the responses at level 1. Let pi, po, and ps denote the mean responses
at the levels —1, 0, and 1, respectively. The observed sample means at these
levels are given by Y; = 0.38, Yo = 0.62, and Y3 = 0.47, respectively; the
sample standard deviations at these levels are given by S1 = 1.4, Sy = 1.6,
and S3 = 1.5, respectively.

(a) Determine the within sum of squares WSS, between sum of squares BSS,
and total sum of squares TSS.

Consider the corresponding (homoskedastic) normal linear experimental model
with pr = Go + Brak —|—ﬂ2x% for k =1,2,3. Let ,61, ﬂg, and ﬁg denote the least
squares estimates of the regression coeflicients (31, (o2, and 3.

(b) Determine the least squares estimates of the regression coefficients. Hint:
see your solution to Problem 31(a).

(¢) Determine the fitted sum of squares FSS, the residual sum of squares
RSS, and the corresponding estimate S of o.
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(d) Determine a reasonable (aproximately) 95% confidence interval for the
parameter 7 = 32 + (3.

Consider the submodel 31 = 0 or, equivalently, that ur = [y + ngi for
k=1,23.

(e) Determine the least squares estimates of fp and (2 under the submodel.
(f) Determine the fitted sum of squares for the submodel.

(g) Determine the F statistic for testing the hypothesis that the submodel is
valid, and determine the corresponding P-value.

Fourth Practice Final Exam

Consider the task of giving a thirty-minute review lecture on Poisson regression
(including the underlying model, maximum likelihood estimation of the regres-
sion coefficients, the corresponding maximum likelihood equations, asymptotic
joint and individual distribution of the maximum likelihood estimates of the
regression coefficients, confidence intervals for these coefficients, likelihood ra-
tio and Wald tests and their relationship, and goodness of fit tests). The
coverage should be restricted to the relevant material in the textbook and the
corresponding lectures. Write out a complete set of lecture notes that could
be used for this purpose by yourself or by another student in the course.

Consider a factorial experiment involving d distinct design points &/, ..., ) €
X and ny, runs at the design point ) for k = 1,...,d. Let G be an identifiable
and saturated d-dimensional linear space of functions on X containing the
constant functions, and let g, ..., g4 be a basis of G.

(a) Determine the corresponding d x d form X of the design matrix.

(b) Determine the weight matrix W (which depends only on ny,...,ng).

For k =1,...,d, let Y}, denote the sample mean of the nj, responses at the kth
design point, let 7 denote the observed value of Y}, and set Y = [V1,...,Yy|?
and ¥ = [1,...,74)". Also, let Y denote the sample mean of all n = n; +
.-+ + ng responses, and let 4 denote the observed value of Y.

(c) Express g in terms of ny,...,ng,n, g1, .., Yd-

Let si denote the sample standard deviation (or its observed value) of the ny
responses at the kth design point.

(d) Express the within sum of squares WSS in terms of ny,...,ng, s1,. .., Sq.

Consider the corresponding homoskedastic normal linear regression model,
in which the response variables have common standard deviation ¢ and the
regression function has the form () = B1g1 +- -+ B494. Let B = [B1, ..., 04"
denote the vector of regression coefficients, let p = p(x)) denote the mean of
the responses at the kth design point, and set g = [u1, ..., pq]”.

(e) Express the distribution of Y in terms of u, W and o.
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Express p in terms of X and 3.

Let u(-) = ﬂl G+t ﬁdgd denote the least squares estimate of the regression
function, and let ,6 [ﬁl, R ﬂd] denote the vector of least squares estimates
of the regression coefficients (or the observed value of this vector).

(2)
(h)
(i)
§)
(k)

(n)

35. Consi

Express B in terms of X and Y.
Determine the distribution of B in terms of 3, o, X, and W.

Determine simple and natural formulas for the lack of fit sum of squares
LSS, the fitted sum of squares F'SS, and the residual sum of squares RSS.

Determine a simple and natural formula for the usual unbiased estimate
2 2
s* of o°.
Suppose that X7 X = V, where V is a diagonal matrix having pos-

itive diagonal entries vy, ...,v4, and hence that X! = V!XT and
(XT)=1 = XV~L. Then

&, .
var(f;) = 2(29]-(9%)), j=1....d

n
=1k

Verify this formula either in general or in the special case that d = 2 and
j=2.

Use the formula in (k) to obtain a simple and natural formula for SE(BJ-).

Suppose that XTX = V as in (k) and also that ny = --- = ng = r
and hence that n = dr. Let 1 < dy < d. Consider the hypothesis
that 84,41 = -+ = B4 = 0 or, equivalently, that the regression function

belongs to the subspace Gy of G spanned by g1, ..., ¢4,, which subspace
is assumed to contain the constant functions. Let FSSy and RSSy denote
the fitted and residual sums of squares corresponding to Gg. Determine
a simple and natural formula for RSSy — RSS = FSS — FSSj in terms of
ﬁd0+17 ..., B4 and deterministic quantities (that is, quantities that involve
the experimental design but not the responses variables or their observed
values).

Use the answers to (i) and (m) to obtain a simple and natural formula
for the F' statistic for testing the hypothesis in (m).

ider a success-failure experiment involving three factors, each of which

takes on a low value indicated by —1 and a high value indicated by 1, and four

desig

table:

n points. The experimental design, numbers of runs at the various design
points, and corresponding numbers of successes are shown in the following
k 1 1z x3 F# ofruns # of successes
1 -1 -1 1 20 15
2 —1 1 -1 40 25
3 1 -1 -1 40 28
4 1 1 1 80 32

Let 7 denote the probability of success corresponding to the kth design point,
and set 0 = logit(mg).
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Consider a saturated model for the logistic regression function. Deter-
mine the corresponding maximum likelihood estimates 7 of 7, and 6
of 6 for k =1,2,3,4.

(Continued) Determine a reasonable (approximate) 95% confidence in-
terval for the odds ratio o4/01, where o; = 7;/(1 — 7;) is the odds corre-
sponding to ;.

(Continued) Consider the model 0(x1,x9, x3) = Bo + f1x1 + Paxa + P33
for the logistic regression function. Determine the corresponding design
matrix X.

(Continued) Determine the maximum likelihood estimates Bo, e Bg, of
the regression coefficients. (You may express your answers in terms of
01,...,04 and avoid the implied arithmetic.)

Consider the submodel of the model given in (c) obtained by ignoring
w2 and x3: 0(x1) = Poo + Borw1. The maximum likelihood estimates
of Byo and By are given by Bgy = 0.347 and [Byp; = —0.347. Obtain
these numerical values algebraically (that is, without using an iterative
numerical method).

Describe a reasonable test of the null hypothesis that the submodel is
valid. In particular, indicate the name of the test; give a formula for
the test statistic (for example, by refering to the appropriate formula
from Chapter 13); explain how to obtain the various quantities in this
formula; and describe the approximate distribution of this test statistic
under the null hypothesis. But do not perform the numerical calculations
that would be required for carrying out the test.

Fifth Practice Final Exam

36. Consider the task of giving a thirty-minute review lecture on (i) F tests in the

37.

(a)

context of homoskedastic normal linear regression models; (ii) likelihood ratio
tests in the context of logistic regression models; and (iii) the similarities and
differences between the F' tests in (i) and the likelihood ratio tests in (ii). The
coverage should be restricted to the relevant material in the textbook and the
corresponding lectures. Write out a complete set of lecture notes that could
be used for this purpose by yourself or by another student in the course.

Let Y1,Y5,Y3,Y,, Y5, Ys, Y7, Y5, Yy be independent, normally distributed ran-
dom variables having common, unknown variance o2.

Consider the homoskedastic normal two-sample model in which Y7, Ys, Y3
have common, unknown mean p; and Yy, Ys, Y, Y7, Ys, Yo have common,
unknown mean po. More or less as usual, set

_ Yi+Y,+ Y-
Y:1+2+3

_ Yi+Ys+Ys+ Yo+ Y+ Yy
1 and Y5 = ;

3 6

also, set ~ ~ ~
(Y1 —Y1)2 4 (Yo — V1)2 + (Y3 — Y7)?
2

St =
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and

Sz =

(Vi — Y2)? + (Vs — Yo)? + (Vs — Y2)? + (Y7 — Y2)? + (Vs — Y2)? + (Yo — 172)2‘

5

Consider the null hypothesis Hyp: po = g1 and the alternative hypothesis
H,: po # py. Obtain a formula for the corresponding ¢ statistic in terms
of Y1, Yo, 512 and SQQ. Under Hg, what is the distribution of this statistic?

Consider the experimental data:

i1 2 3 4 5 6 7 8 9
/0 0 0 1 1 1 1 1 1
YIi Yo V3 Yy ¥5 Y6 Y7 Y3 Yo

In this part, and in the rest of this problem, consider the homoskedastic
normal linear regression model in which E(Y;) = fy + f1z;. Determine
the design matrix X (long n x p form, not short d x p form) corresponding
to the indicated basis 1, z.

Determine the Gram matrix X7 X.

Determine (X7 X) 7.

Determine the least squares estimates Bo and Bl of By and f1; show your
work and express your answers in terms of Y7 and Ys.

Determine the corresponding fitted sum of squares FSS; show your work
and express your answer in terms of Y7 and Ys.

Determine the usual estimate V' of the variance-covariance matrix of 5y
and (31.

Use your answer to (g) to determine SE(Bl).

Consider the null hypothesis Hy: 81 = 0 and the alternative hypothesis
H,: 81 # 0. Obtain a formula for the corresponding ¢ statistic. Under
Hp, what is the distribution of this statistic?

38. Consider an experiment involving three factors and four runs. The first factor

takes on two levels: —1 (low) and 1 (high). Each of the other two factors takes
on four levels: —3 (low), —1 (low medium), 1 (high medium), and 3 (high).
The factor levels xp,,, m = 1,2, 3, time parameter ny, and observed average
response (yr = yr/nk) on the kth run are as follows:

(a)
(b)

k x X2 T3 n Y
1 -1 -3 1 40 0.5
2 -1 3 —1 100 0.2
3 1 -1 =3 50 04
4 1 1 3 40 0.5

Let G be the linear space having basis 1, 1, 9, x3. Determine the design
matrix X.

Are the indicated basis functions orthogonal (relative to unit weights)
(why or why not)?
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(¢) Determine the inverse matrix X ~! (show your work).

(d) Is G identifiable, and is G saturated (justified your answers)?

Consider the Poisson regression model corresponding to the indicated basis of
G:
(21,2, 23) = Bo + Pra1 + Poxa + B33,

where 6(-) = log A(+). Let 5() and X() denote the maximum likelihood esti-
mates of 6(-) and A(+).
(e) Determine the maximum likelihood estimates BD; Bl , Bg, 53 of By, B1, B2, Bs.
(f) Is it true that }\\(l’k) =y, for k =1,2,3,4 (why or why not))?
(g) Determine SE(B;;) and the corresponding 95% confidence interval for (3.
What does this say about the test of Hy: G35 = 0 versus H,: (3 # 07
Let G be the subspace of G spanned by 1 and z7.

(h) Explain the sense in which G is identifiable and saturated.

(i) Carry out the likelihood ratio test of Hy: 6(-) € Go versus Hy: 6(-) €
G\Gy. In particular, determine the P-value for the test.
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Brief Solutions to Practice Exams

Solutions to Second Practice First Midterm Exam

Let o/, ..., 2, be the design points and let gi,..., g, be a basis of the linear
space G. Then the corresponding design matrix X is the d x p matrix given
by
g(xy) - gp(xh)
X = : :
gi(@g) - gp(zy)

Given g = bygi + - + bpgp € G, set b = [b1,...,b,]T. Then

The linear space G is identifiable if and only if the only vector b € RP such
that Xb = 0 is the zero vector or, equivalently, if and only if the columns of
the design matrix are linearly independent, in which case p < d. The space G
is saturated if and only if, for every ¢ € R?, there is at least one b € R? such
that Xb = ¢ or, equivalently, if and only if the column vectors of the design
matrix span R?, in which case p > d. The space G is identifiable and saturated
if and only if p = d and the design matrix is invertible. Let gi,...,g, be an
alternative basis of G, where g; = ajig1 + -+ + ajpgp for 1 < j < p, and let

A:

be the corresponding coefficient matrix. Also, let X be the design matrix for
the alternative basis. Then X = X A”. The Gram matrix M corresponding
to the original basis is given by M = XTW X, where W = diag(wy, . .. ,Wq)
is the weight matrix. Suppose that G is identifiable. Given a function h
that is defined at least on the design set, set h = [h(z}),...,h(z))]T, let
h* = Pgh = big1 + --- + b,gp be the least squares approximation in G to h,
and set b* = [b}, ..., b5]T. Then b* satisfies the normal equation XTwXv* =
XTWh, whose unique solution is given by b* = (X7 W X) ! XTWh. In the
context of the linear experimental model, let Y}, denote the average response
at the kth design point, which has mean p(x} ), where pu(-) = Brg1+-- -+ Bpgp
is the regression function. Set Y = [Vi,...,Y;]T and B = [31,...,3y)%. Then
E(Y)=Xp.

(a) We can think of the five varieties used in the experiment as corresponding
to levels 1, 2, 3, 4, and 5 of the second factor and of the sixth variety as
corresponding to level 3/2 of this factor. Then 7 = u(3/2) = p191(3/2) +
1292(3/2) + p1393(3/2) + paga(3/2) + psg5(3/2). Here

3/2—2)(3/2—3)(3/2—4)(3/2—5 —1/2)(—=3/2)(—=5/2)(=7/2
n(3/2) = O (1—)(2)41—3%1/—4)(1)(—5/) b=t /(—)(1)(—/235—3)@(41) 2 = 135
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3/2—1)(3/2—3)(3/2—4)(3/2—5 1/2 3/2 5/2)(=7/2

9(3/2) = (2)(1)42 3%%2/ 4)(2)(5/) b= )((1>(—/1§§—2>/(1(3) 2 = 128

(3/2) = B2-UE/2-2)(6/2-4@/2-5) _ (1/A(_1A(5/2(7/2) _ _ 10,

93 B-D(3-2)(3-4)(3-5) @M (-D)(-2) 128
3/2—-1)(3/2—2)(3/2—3)(3/2—5 1/2 1/2)(—3/2 7/2

94(3/2) = 1 (4)(1)/(4 2§E4/ 3)(4)(5/) b= )(( )/( ggl)H))( 2= 5

_(3/2—1)(3/2—2)(3/2—3)(3/2—4 1/2)(—1/2)(=3/2)(=5/2) _
95(3/2) = LSRR = M e = s
7= ($5)(18.136)+(133) (17-58)— (15% ) (18.32)+ (%) (18.06) — (135 ) (18.13) =

17.411.

2 2 .
Now ()" &+ (IR)" 5+ )" H5+(&)" 5+ (35)° 55 = 0.161,
so SE(7) = 0.4231/0.161 = 0.170.

Since tg7546 = 2.013, the 95% confidence interval for 7 is given by
17.411 4+ (2.013)(0.170) = 17.411 £+ 0.342 = (17.069, 17.753).

Set 71 =7 — i = — {3 + Tagh2 — 1phis + 128“4 128“5 Then 7, =
FoY) =17 411—18 136 = —0 725. Now ()% &+ (M0)?. L4 (10)°.

128
B () L+ (35)° & = 0.202, so SE(71) = 0.423v/0.202 = 0.190.

The t statistic for testing the hypothesis that 7 = p; or, equivalently,

that 71 = 0 is given by ¢t = —% = —3.816. The corresponding P-value
is given by P-value = 2t46(—3.813) < 2(.001) = .002.
Now 7 = py = --- = ps if and only if gy = -+ = ps. Thus the desired

test is given by the solution to Example 7.24.
Solutions to Third Practice First Midterm Exam

Set 7 = pg — p1. The hypothesis is that 7 < —1. Now 7 = Yo — Y] =

17.580 — 18.136 = —0.556 and SE(7) = S/ + 15 = 0423,/ & + & =

0.185. Consequently, the ¢ statistic is given by ¢ = r (TO) = _0'505_?g5(_1) =

2.4. Thus P-value = 1 —t46(2.4) < .01, so the test of size a = .01 rejects
the hypothesis.

The F statistic is given by

~[11(18.136 — 18)2 + 10(17.580 — 17)2 + 10(18.320 — 19)2]/3

= 15.254.
0.179 02

Thus P-value = 1 — F3 46(15.254) < .01, so the hypothesis is rejected.

Pla)=a? - 01 - Stdp =2 -0 =2 35

R 3
by = <||1|? ) y1+y2+ys-gy4+ys+y6 _ gjand by = (a|:|,ijﬁ-2)) _ _5y1_3y2_y%_y4+3y5+5y6‘
Moreover, P(—=5) = P(5) = 25 — 2 4& ,P(-3)=P(3) = 92_ :2%5 :2_%’
and P(=1) = P(1) = 1= % = %, so [|P(a)]? = 220 —
%. Consequently, bQ = <”1(3()I7)J|(| )> _ 40y1—8ys— 32yf7—93é2y4—8y5+40y6 _

5y1—y2—4y3—4ya—ys+5y6
224 :

Solutions to Fourth Practice First Midterm Exam
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According to Table 7.3, 7 = Yi+Ys+Ys  Yi4Ys _ 18.136418.330418.130
Oy = 3 2 3

LLSSOLISO0 = 18,199 — 17.820 = 0.379. Also, var(7) = (- & + & -

Tlo + % : % + % : % + % . %0> = .082320%. According to page 361 of the
textbook, the pooled sample standard deviation is given by S = 0.413.
Thus the standard error of 7 is given by SE(7) = 0.4131/.08232 = 0.1185.
According to the table on page 830 of the textbook, t.g546 ~ t.9545 =
1.679. Thus the 95% lower confidence bound for 7 is given by 0.379 —
(1.679)(0.1185) = 0.379 — 0.199 = 0.180.

The t statistic for the test is given by ¢ = 0.379/0.1185 = 3.20. According
to the table on page 830, .001 < P-value < .005.

The key point is that the usual statistical interpretations for confidence
intervals, confidence bounds, and P-values are valid only when the under-
lying model, the parameter of interest, the form of the confidence interval
or confidence bound, and the form of the null and alternative hypotheses
are specified in advance of examining the data. In the context of the
present problem, the parameter 7 was selected after examining the data.
Thus, it cannot be concluded that the probability (suitably interpreted)
that the 95% lower confidence bound for 7 would be less than 7 is .95,
and it cannot be concluded that if, say, 7 = 0, then the probability that
the P-value for the t test of the null hypothesis that 7 < 0 would be less
than .05 would be .05.

1 -5 2
1 -3 -1
. C 1 -1 -1
The design matrix is given by X = 1 1 1
1 3 -1
| 1 5 2 ]

Since G has dimension p = 3 and there are d = 6 design points, p < d,
so (G is not saturated.

Consider a function g = by + biz1 + boxo € G that equals zero on the
design set. Then, in particular, by + by — bo = 0; by + 3b1 — by = 0;
bo + 5by — 2by = 0. It follows from the first two of these equations that
b1 = 0. Consequently, by the last two equations, bo = 0; hence by = 0.
Thus g = 0. Therefore, G is identifiable.

Since ZCE“ =—-54---+5=0, Zl‘iQ =2+4+---4+42=0, and inlxig =
—10 + --- 4+ 10 = 0, the indicated basis functions are orthogonal.
Observe that >, 1 =6, Y, 2% =70, and >, %, = 12. Observe also that
Y=yt 2t ystystys+ys =60 2 mayi = 5(ys —y1) +3(ys —
y2) +ya —ys5 D Tioyi = 2(y1 +y6) — (y2 + y3 + ya +ys). Thus, by = 7,
br = [5(ys —y1) +3(ys — y2) + ya — y3]/70, and by = [2(y1 — ys) — (y2 +
Y3+ ya +ys)|/12.

Solutions to Fifth Practice First Midterm Exam
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Every function of the indicated form is linear on (—oo, 0] and on [0, c0).
Suppose, conversely, that ¢ is linear on (—o0,0] and on [0,00). Then
there are constants Ag, B, A1 and C such that g(x) = Ag+ Bx for z <0
and g(z) = A1 + Cz for x > 0. Since ¢g(0) = Ag and ¢(0) = A;, we
conclude that Ag = A; = A and hence that g has the indicated form.

Let g € G have the form in (a) and let b € R. Then

b () bA + bBx for x <0,
xr) =
7 bA+bCx for >0,

so bg has the indicated form and hence it is in G. Let g; € G and g2 € G
each have the indicated form:

Ay + By for x > 0,

Ay + Byz  for x >0,
g1 (z) =
As + Cox for z <0.

— and T) =
A1+ Cix for x <0, 92() {

Then
Al + Ay + (Bl + B2)$ for x > 0,

+ =
91(@) + g2(x) {Al + Ay + (Cy + Co)z for z <0,

S0 g1 + g2 € G. Therefore G is a linear space.

Clearly, the functions 1, x and x4 are members of G. Suppose that
bo + bi1x + boxy = 0 for x € R. Then by + byjz = 0 for x < 0, s0 by =0
and hence by, = 0. Similarly, by + bez = 0 for x > 0, so bo = 0. Thus 1, =
and x4 are linearly independent.

Let g € G have the form given in (a). Then ¢ = A+ Bz + (C — B)z.

Thus 1,  and x4 span G, Since these functions are linearly independent,
they form a basis of G.

Since 4 = (v +|z|)/2, the functions 1, = and z are linear combinations
of 1, z and |z|, so 1, z and |z| form a basis of G. Now |x| = 2z, — .
Thus the coefficient matrix of this new basis relative to the old basis 1,
x and x4 is given by

1 00
A=]10 10
0 -1 2

Now [|1]> =5, ||z]|* = 10 and | |z]||* = 10. Also, (1,2) =0, (1, z[) = 6,
and (z, |z|) = 0. Thus the Gram matrix is given by

5 0 6
M=]0 10 0
6 0 10

One such function g is given by

(Llal) | _foal) 6
5

112 [

x| -
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The squared norms are given by ||1]|2 = 5, ||z||> = 10 and

x| = 6/5 1> = (4/5)* + (=1/5)* + (=6/5) + (=1/5)* + (4/5)°
= 70/25 = 14/5.

Now (1,2%) = 2?2 =22+ 12+ 0%+ 1%+ 22 = 10, (z,2%) =0, and

6
—6/5,2%) = 3 =2 +1B34+03+134+25—--.10
(Jz| —6/5,2%) Ex::v\ Zw +17 407+ 174 2%) — o
— 18— 12 =6.
Thus
(1,.%’2) <.Z‘,.Z’2> <|$| B 6/5,33‘2> 6
Po(a?) = 1+ z+ (1ol - 2)
1112 (I | [z[ —6/5]2
10+ <| - ) 15| | 4
— + — =z — =.
14/5 7 7
As a check,
15 4 15 4
(1,xz—Pg(x2)>:<1,$2—7|x|—|—?>:10—7-6+?'5:0.

Solutions to First Practice Second Midterm Exam

Yes, X; and X5 are each uniformly distributed on {—1,1}, while X3 and
X, are each uniformly distributed on {—1,0,1}.

The design random variables X3 and X4 are not independent. In partic-
ular, P(X3 = 0,X4 = 0) = 1/6 7é P<X3 = O)P(X4 = 0.
No, because X3 and X, are not independent.

Factors A, B and C take on each of the 12 possible factor level combi-

nations once, so X1, Xo and X3 are independent. Similarly, X;, Xo and

X4 are independent.

lz1[l? = fla2)® = 12, [lzs]? = [Jzal® = 8, [l2F — 2/3[]> = 8(1/3)?
4(2/3)? = 8/3, and (w3, 2% —2/3) = 2.

ﬂo = Y ﬁl = T1/12 ﬂg = T2/12 and ﬁ4 = T4/8 Moreover, 853 +

265 = Ty and 2735 + (8/ 3)65 = T5, whose unique solution is given by

ﬂg 2T3/13 3T5/26 and ,35 —3T3/26 + 6T5/13.

FSS = 1232 + 1202 + 832 + 842 + (8/3) 32 + 4335 and RSS = TSS — FSS.

Source SS DF MS F P-value
Fit FSS 5 FSS/5 MSg/MSres 1 — F56(F)
Residuals RSS 6 RSS/6

Total TSS 11

The null hypothesis being tested by the F' statistic is that 51 = -+ =
Bs = 0.
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(h) S = RSS/6, S = V52, and SE(f5) = S/6/13 = 0.679S. The 95%
confidence interval for (s is Bs & t.975768E(ﬁA5). The P-value for testing
the null hypothesis that 35 = 0 is given by P—value = 2[1—#4(|¢|)], where
t = B5/SE(Bs).

(i) It follows from Theorem 10.16 that W =1 = (SEﬁ%s))z = 16?:523
and hence that RSSg — RSS = 133% /6. Alternatively, the coefficient
of z3 corresponding to the least squares fit in the subspace is given by
Bgo = T3/8 AISO RSS(] — RSS = FSS — FSSO = Sﬁg + 8ﬁ5/3 + 4ﬁ3ﬁ5 —
8ﬂ30 Thus 8B3 + 1655/6 + 403335 — 8530 = 1355/6 or, equivalently,
16ﬁ3 + 86365 + 55 = 16ﬁ30 As a check, the left side of this equation is
given by [16(4Ts —37T5)% +8(4Ts — 3T5) (1275 — 3T%s) + (1275 — 3T3)2] /262 =
T3 /4 = 1603

Solutions to Second Practice Second Midterm Exam

15. In the homoskedastic normal linear experimental model, G is a p-dimensional

linear space of functions on X’; Yi,...,Y, are independent rendom variables
that are normally distributed with common, unknown variance o2; and EY; =
wu(x;) for 1 < i < n, where the regression function p(-) is an unknown member
of G. We also assume that G is identifiable: if ¢ € G and g(x;) = 0 for
1 <i<mn, then g =0.

Let fi(-) denote the least squares estimate in G of the regression function,
and let RSS = Y ,[Vi — 7i(X;)]* denote the corresponding residual sum of
squares. Given a basis gi,...,gp of G, write p(-) = ﬁ1g1 + -+ ﬁpgp and
() = Bigi + - + Bogp. Set B = [B1,....5,)  and B = [B1,...,5,)7. Let
X denote the design matrix corresponding to the indicated basis and set
Y = [V1,...,Y,]7. Then B = (X7X)'XTY and B has the multivariate
normal distribution with mean 8 and variance-covariance matrix o( X7 X)~!
Consider a linear parameter 7 = ¢! 3 and its least squares estimate 7 = cT,/B\,
where ¢ = [c1,...,¢y]T. The estimate 7 is normally distributed with mean
7 and variance o2c’(XTX) 'e. TIts standard error is given by SE(7) =

Sy/cT(XTX)~1e, where S = \/RSS/(n — p) is the usual estimate of o.

Let 70 € R and set t = (T —70) /SE(7). The P-value for testing the hypotheses
that 7 = 79, 7 < 79, and 7 > 79 are given by 2t,_p,(—|t|), 1 — t,—p(t), and
tn—p(t), respectively. Let Gy be a pp-dimensional subspace of G, where py < p
and let RSSy denote the residual sum of squares for the least squares fit in
Gp. The F statistic for testing the hypothesis that the regression function is
in Gy is given by
(RSSo — RSS)/(p — po)

RSS/(n — p) ’

and the corresponding P-value equals 1 — F},_p; n—p(F).

F=

Suppose, in particular, that G is the p — 1-dimensional linear subspace of G
spanned by g1,...,gp. Then the F statistic for testing the hypothesis that the
regression function is in Gy is given by

RSSp — RSS

P = RS/ —p)
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and the ¢ statistic for testing the equivalent hypothesis that 3, = 0 is given

by t = B,/SE(B,), where SE(3,) = S1/[(XTX)~1],,. Here F = * and the
P-values for the two tests coincide.

Suppose that G contains the constant functions and let FSS = ||zi(-) — Y|? =
>=[f(X ) — Y]? denote the corresponding fitted sum of squares. Then the F
statistic for testing the hypothesis that the regression function is constant is
given by

_ FSS/(p—1)

~ RSS/(n—p)

and the corresponding P-value equals 1 — Fj,_1 5,—p(F).

Suppose that p < d < n and let LSS = [[Y(-) — a()||*> = X u [V — 1i(zx))?
denote the lack-of-fit sum of squares for the least squares fit in G. Then the
F statistic for the goodness-of-fit test of the assumption that the regression
function is in G is given by

F

_ LSS/(d-p)
k= WSS/(n — d)

and the corresponding P-value equals 1 — Fy_p ,—q(F).

(a) The design random variables X7, Xy and X3 are independent since each
of the 24 factor-level combinations involving these three factors occurs
on exactly one run; the design random variables X7, X9 and X4 are
independent for the same reason; the design random variables X, X3 and
X4 are dependent since there are 16 factor-level combinations involving
these three factors and 24 runs.

(b) |I1)|? = 24-12 = 24, ||lz1|? = 12-32+12:1% = 120, ||22 —5|* = 24-4? = 384,
|z2]|> =16 - 12 +8-0% = 16, ||a3]|? = 24 - 12 = 24, ||a4||? = 24 - 12 = 24,
[z123]]% = 1> = 120.

(¢) (x123,24) = 4(—3) +8(—1) +4(1) +8(3) =8
(24 0 0 0 0 0 0 ]
0 120 0 0 0 0 0
0 0 3% 0 0 0 0
d XTX=|10 0 0 16 0 0 0
0 0 0 0 24 0 0
0 0 0 0 0 24 38
L0 0 0 0 0 8 120
[ 1/24 0 0 0 0 0 0
0 1/120 0 0 0 0 0
0 0 1/384 0 0 0 0
(XTx)yt=1] o 0 0 1/16 0 0 0
0 0 0 0 1/24 0 0
0 0 0 0 0 15/352 —1/352
L 0 0 0 0 0 —1/352 3/352
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B0 =200, B = 995 =5, B = 355 = -1,

(e)

o = 120 T 384 —
D256 __ _ 336 __
B3 = ~— 16 — —16, 54 =" — —14,

Bs = 35 (—304) — 555 (—336) = —12, B5 = — 515 (—304) + 535 (—336) = —
(f) The fitted sum of squares is given by FSS = 52-120 +12-384 + 16%- 16 +
142 .24 4122 - 24 + 2% . 120 + 2(—12)(—2)8 = 16504.

(g) The residual sum of squares is given by RSS = 30480 — 16504 = 13976.

(h) When we eliminate the basis functions 22 —5 and x1x3, the coefficients of
1, x1, 2, and x3 in the least squares fit don’t change, but the coefficient
of x4 changes to —304/24 = —38/3. Thus the fitted sum of squares for
the least squares linear fit is given by FSSy = 52 - 120 + 162 - 16 + 142 -
24 + (38/3)2 - 24 = 15650 7. The F statistic for testing the indicated
hypothesis is given by F' W = 0.519. Thus the F test of
size .05 accepts the hypothesis.

(i) The only two basis functions that are candidates for removal assuming
that we restrict attention to hierarchical submodels, are ml 5 and xqx3.
The standard deviation o is estimated by S = /13976/17 = 28.673.
The standard error of 35 is given by SE(B\Q) = 28. 673/\/@ = 1.463.
The corresponding ¢ statistic is given by ¢ = —1 /1.463 = —0.684. The
standard error of B¢ is given by SE(BG) = 28. 673\/3/352 = 2.647. The
corresponding t statistic is given by ¢t = —2/2.647 = —0.756. Thus we
should remove the basis function 22 — 5 since its ¢ statistic is smaller in
magnitude and hence its P-value is larger.

Solutions to Third Practice Second Midterm Exam

(a) The design random variables X4 and X5 are independent and uniformly
distributed on {—1,0,1}. Thus |lz425)|?> = 36 E(X2X2) = 36 E(X3)E(X2)
36-2- 2 =16.

(b) Since X; and X3 are independent and uniformly distributed on {—1,1},
(w2, x172) = 36E(X1X3) = 36 E(X1)E(X3) = 0.

(C) Since E(Xg) = E(X4) = E(X5) =0and 6 = <.1‘3,.?U4£L‘5> = 36E(X3X4X5) 7'5

36E(X3)E(X4)E(X5), the design random variables X3, X4 and X5 are
not independent. Alternatively, P(X3 = —1, X, = -1, X5 = —1) = 1/36,
but P(X3 = —1)P(Xy = —1)P(X5 = —1) = (1/2)(1/3)(1/3) = 1/18, so
X3, X, and X5 are not independent.

(d) Since P(X4y = 1,X5 = 1,X¢ = 1) is a multiple of 1/36 and P(Xy =
1)P(Xs = 1)P(Xg = 1) = 1/27, which is not a multiple of 1/36, the
design random variables X4, X5 and Xg are not independent.

A 96)(—3414)+(270)(3036)—36(—1090
(&) By = COUBUDHETONE036)-36(-1090) _ g

() 5= /85 = /128t = 991 54,

(g) SE(By) = 221.54,/ 5200 = 39.327, ¢t = 3522 = 1.577, and P-value =

2[1 — to7(1.577)] = .126. Thus the hypothesis that 84 = 0 is accepted.
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(h) By = 19080 — 530, 3 = % = 75, and By = =256 — _71. Moreover,

56 36
—3414 —12
o o . 3036 36
36031264 = —3414 and ~1203+360, = 3036, 50 53 = — ——— =
‘ —12 36 ‘
l 36 —3414‘
.| -12 3036
—86472 68328
‘ —12 36

(i) FSS = 3662 + 3632 + 3632 + 3632 — 24030, = 820312, so RSS = TSS —
FSS = 2363560 — 820312 = 1543248.

Source SS DF MS F P-value
Fit in Gg 820312 4 205078

(j) G after Gg 218064 4 54516 1.111 372
Residuals 1325184 27 49081
Total 2363560 35

Thus the hypothesis that the regression function is in Gq is acceptable.
Solutions to Fourth Practice Second Midterm Exam

(a) If X, X7 and Xg were independent, it would follow that P(X; = 1, X7 =
1,LXs=1)=P(X; =1)P(X7;=1)P(Xs=1) = (1/2)(1/4)(1/4) = 1/32,
which is impossible since there are 16 design points. (Indeed, P(X; =
1,X7=1,Xg=1)=1/16.) Thus X;, X7 and X3 are not independent.

(b) According to the summary statistics shown above, (z1, z7z8) = >, zinxirzis =
0, so x1 and z7xg are orthogonal.

(c) Now (g, a75) = X, wigziras = (4)(—9) + (4)(~3) + (0)(~1) + (A)(1) +
(4)(3) + (0)(9) = —52.

(d) The least squares estimates of the regressmn coefficients are glven by

Bo =17 =215 B = Z;;”“ =S =g =T B 5 =
Zi Ti7Yi . 1 Z Ti8Yi _ —120 __ 1 5 o . Zz Ti7Ti8Yi
zimg% . 8 9+8 ;88 ﬁfg >, 12 80 -5 Brs >, el

17804481 — 400 — —25 = —0.72. Thus the least squares estimate of

the regression function equals 27.5 + 4x1 — 2z9 + ©7 — 1.5zg — 0.72x7x3.

(e) The fitted sum of squares is given by FSS = 32 ST+ B2 ST +
B2 30 a5 + B33 wis + P Yo whaly = 42(16) + (—2)%(16) + 12(80)
(—1.5)2(80) + (—0.72)2(400) = 256 + 64 + 80 + 180 + 207.36 = 787.36.
Thus the residual sum of squares is given by RSS = T'SS — FSS = 1108 —
787.36 = 320.64.

(f) The usual estimate of o is given by s = V52 = \/RSS/(n — p) = 1/320.64/(16 — 6) =

5.663. Thus SE(@) = 5 = = 5'?163 = 1.416. Consequently, the t
i T2

statistic for testing the hypothesis that G2 = 0is given by t = BQ/SE(BQ) =
—2/1.416 = —1.412. From a table of the ¢ distribution with 10 degrees
of freedom, we conclude that .1 = 2(1 —.95) < P-value < 2(1 —.9) =
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(g) The residual sum of squares corresponding to the hypothesis that G2 =0
is given by RSSp = RSS + 32 >, 2%, = 320.64 + (—2)?(16) = 384.64. The
F statistic corresponding to this hypothesis is given by F' = w
3%6164 = 1.996. From a table of the F' distribution with 1 degree of
freedom in the numerator and 10 degrees of freedom in the denominator,

P-value > .05, so the hypothesis is accepted by the test of size .05.

(h) The least squares estimate 7 of the indicated change 7 is given by T =

Bs(3) + Brs(—1)(3) — [Bs(—3) + Brs(—1)(—3)] = 685 — 6875 = 6[(—1.5) —
(—0.72)] = —4.68. Since fs and f37s are independent (because all the basis

functions are orthogonal to each other), SE(T) = 63\/(21» %)L+ (O, whak) T =

6(5.663)4/1/80 + 1/400 = 4.161. Thus the 95% confidence interval for 7
is given by 7 & t.g7510SE(7) = (—4.68) % (2.228)(4.161) = (—13.95,4.59).

Solutions to Fifth Practice Second Midterm Exam

22. (a) Since P(Xy =1, X3 =1, Xy = 1) = 1/18, whereas P(Xs = 1)P(X3 =
1)P(X4 = 1) = (1/3)3 = 1/27, the design random variables X5, X3 and
X4 are not independent.

(b) Since the indicated functions on R* are distinct monomials, it follows
from Theorem 9.1 on page 429 that they are linearly independent. Thus
they form a basis of their span.

(c) Since (1, x2) = 18, the basis in (b) is not an orthogonal basis.
(d) Observe first that

(1, 23 —2/3) = 18E(X3 — 2/3) = 18[12/18 — 2/3] = 0
and
(2, 25 — 2/3) = 18 B[Xo(X3 — 2/3)] = 18 E(X3) — 12E(X,) = 0.
Since the design random variables X; and X5 are independent,
(x1, ¥3 —2/3) = 18 B[ X (X3 — 2/3)] = 18 E(X,)E(X3 — 2/3) = 0.
Since the design random variables X5 and X3 are independent,
(x2 —2/3, 23) = 18 E[(X2 — 2/3)X3] = 18 BE(X? — 2/3)E(X3) =0

and

(13 —2/3, 23 — 2/3) = 18 E[(X3 — 2/3)(X3 — 2/3)]
=18 B(X2 —2/3)E(X3 —2/3) = 0.
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~ 1 336
=7=— = T 182
Bo Yy 18 zi:yz 18 83
~  >miy; 90
= = — = 5
g ixzzl 18
i L2 12
By = >oi(zd —2/3)y; i _3
i@k —2/3)? 4
and
B = > TilTioY _ =36 _ 3

2.2
i Li1li2 12

The residual sum of squares is given by RSS = TSS — FSS = 1078 —

1022 = 56, so the squared multiple correlation coefficient is given by

FSS 1022
2 .
TSS 1078 )48

The least squares fit in Gg is given by
fio(z1, T2, 3, T4) = Bo+L121+B2a2+Baws+Bexs = 182+521 —dws+3w3—224.
The corresponding fitted sum of squares is given by
FSS = B lla1]1” + B3| wal® + B3 llws])* + B3|l
=5%.18 4 (—4)%- 12+ 3% 12 + (—2)? - 12 = 798.

s? = RSS z@zs, so s = /8 = 2.828.
n—p 7
FSS — FSSg = 1022 — 798 = 224, so the F' statistic is given by
FSS—-F — 224
- 58 SS;)/(p o) _ 220 sy e,
s 6-8

From the table of the F' distribution with 6 degrees of freedom in the nu-
merator and 7 degrees of freedom in the denominator, .025 < P-value <

.05.

T=28—208s—2By—2B1p=2-5+3-3-2-24+2-1=14.

Since the basis functions in (d) are orthogonal, Bo, . ,Blo are indepen-
dent random variables. Consequently,

var(T) = 4[Var(31) + var(gg) + Var(gg) + V&I‘(Blo)]
— 40%( SR U —— ):4(1+3)02:Ea2,

21 Nlzaza|®  (|z12s]?  [leizall® 18 12 9
= 11 88 . C
so SE(T) = 352 =\ = 3.127. From the table of the ¢ distribution

with 7 degrees of freedom, the 95% confidence interval for 7 is given by

14 =+ (2.365)(3.127) = 14 & 7.395 = (6.605, 21.395).
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The t statistic for testing Ho: 7 = 0 versus H,: 7 # 0 is given by
t =14/3.127 = 4.477. From the table of the ¢ distribution with 7 degrees
of freedom, .002 < 2(.001) < P-value < 2(.005) = .01.

Solutions to First Practice Final Exam

Consider the design points 1, 1.5 and 2, unit weights, and the orthog-
onal basis 1, z — 1.5,(x — 1.5)2 — 1/6 of the identifiable and saturated
space of quadratic polynomials on the interval [1,2]. The least squares
approximation in this space to the function h = y/z is given by g =

bo + bi(x — 1.5) + bo[(w — 1.5)% — 1/6], where by = Wiyl = LVITEV2 =

1.212986, by = LD = SOSEOIVE 5 1 = 0414214, and

by = <ﬁ£ﬁf;)§fl;éﬁ§> — 2 415422 = —0.070552. Alternatively, by
the Lagrange interpolation formula, g(z) = 2(z —2)(x — 1.5) —4v/1.5(x —
)(z —2)+2v2(z — 1)(z — 1.5).

By trial and error, the maximum magnitude of the error of approxi-
mation, which occurs at x = 1.2, is given by /1.2 — [by + b1(—0.3) +
b2(0.09 — 1/6)] = 0.001314 or, alternatively, by v/1.2 — [2(—0.8)(—0.3) —
44/1.5(0.2)(—0.8) + 2v/2(0.2)(—0.3)] = 0.001314.

dim(Gp) = 2 and dim(G) = 3.

The functions 1, x1 + x2 — 3 form a basis of GGy, which can be extended
to the basis 1, 1 +x2 — 3, 1 — x2 of G.

The design matrices corresponding to Gy and G are given, respectively,
1 -1 1 -1 0
1 1 0 -1

by Xo = 1 0 and X = 1 0 1
1 1 1 1 0

Using the notation from the solution to Example 13.9, we get that N =

~

diag(50, 25,25,50), Y = [.4,.44,.72,.56]T, B, = 0, 6y = 0,
7o = [.5,.5,.5,.5]7, Wy = 1diag(50, 25,25, 50),

50 0 0 0 1 -1
— 1 111 1 0 25 0 0 10

T — —
X0W°X°_4[—1 0 0 1} 0 0 25 0 1 0
0 0 0 50 11
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50 0 0 0 —.10
[ & o0 1111 025 0 0| —06
S0 %]l -1 001 0 0 25 0 22

0 0 0 50 06
[ 4
i 75
- ]
L 25
and
L 4 4
B1=Bo+ Zo = + 785121785]-
25 25

The maximum likelihood estimate of 8y corresponding to the submodel
is given by
—0.2688

0.0544

0.0544

0.3772

8 = logit(7o) =

Since 8y = X OBO, we conclude that
—-0.2688 | . | 1 -1 B
0.0544 | | 1 0 0
and hence that
B N 0 1 —0.2688 | | 0.0544
07 -1 1 0.0544 | — | 0.3232 |~

The matrix I/)[\/'o is given by

50(.4332)(.5668) 0 0 0
0 25(.5136)(.4864) 0 0
0 0 25(.5136)(.4864) 0
0 0 0 50(.5932)(.4068)
12.277 0 0 0
N 0 6.245 0 0
N 0 0 6.245 0
0 0 0 12.066
Thus the estimated information matrix X OT‘//‘\/()X o is given by
12.277 0 0 0 1 -1
11 1 1 0 6.245 0 0 1 0
[ -1 0 0 1 ] 0 0 6.245 0 1 0
0 0 0 12.066 1 1

[ 36.833 —0.211
| 0211 24.343

], whose inverse Vo = (XOTI//I\/OXO)*1 is given by
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1 24343 0.211 | . | 0.027151 0.000235
896.581 0.211 36.833 | | 0.000235 0.041862

the standard errors of the entries 0.0544 and 0.3232 of Bo are given,
respectively, by v/0.027151 = 0.165 and +/0.041862 = 0.205.

] . Consequently,

(g) The likelihood ratio statistic is given by D = 2 (20 log ggg +301log gggg +

111og 2728 + 14 log 9272 + 18 log 35284 7 log 3412 +28 ]og 2330422 log f;ggg)

3.973. The corresponding P-value is given by 2[1 — ®(v/3.973)] = 2[1 —
©(1.993)] = 2[1 — .97685] = .0463.

Solutions to Second Practice Final Exam

28. (a) Here dim(G1) = 3, dim(G2) = 2, and dim(G) = dim(G;)+dim(Ge) —
4.
(b) All of these spaces are identifiable.
(c) None of these spaces are saturated.

(d) Since G is a space of functions of z1, we can ignore the factor xs. Thus
the experimental data can be shown as follows:

x1 Time parameter Number of events

-1 50 55
0 100 125
1 50 70
When the experimental data is viewed in this manner, the space Gy is
1 -1 1/3
saturated. The design matrix is now given by X = | 1 0 —2/3
1 1 1/3
1.10 0.0953
Moreover, Y 1.25 |,s0 8 =log(Y) = | 0.2231 ] Since XTX =
1.40 0.3365
3 0 0 1/3 0 0 1
0 2 0 |,weseethatX'=| 0 1/2 0 —1 0
| 0 0 2/3 0 0 3/2 1/3 —2/3
[ 1/3 1/3 1/3
~1/2 0 1/2 |. Alternatively, det(X) = 2+ 1+ 2 +1 =2
| 1/2 -1 1/2
2/3 2/3 2/3 1/3 1/3 1/3
soX ' =1 -1 0 1| =1]-1/2 0 1/2|. Thus the
1 -2 1 /2 -1 1/2

maximum likelihood estimate B of the vector 3 of regression coeffi-
1/3 1/3 1/3 7 [ 0.0953
cients is given by 8 = X' = | —1/2 0 1/2 | | 02231 | =
1/2 -1 1/2 | | 0.3365
0.2183
0.1206
—0.0073

1/3
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(e) The rate is given by A(z1) = exp (8o + Siz1 + B2(z7 — 2/3)). Thus the
parameter of interest is given by 7 = A(1) — A(—1) = exp(fBo + [1 +
B2/3) — exp(Bo — B+1 + B2/3) and its maximum likelihood estimate is
given by 7 = eXP(ﬂo+ﬂl+ﬂ2/3)—eXP(ﬁo—ﬁl +3/3)=14-11= 0 3.
The variance-covariance matrix of B is given by V = (X Twx )t
X-'WwH X~ HT and its maximum likelihood estimate is given by V =

. 5002 0 0 50A; 0 0
X'w (X HT. Here W = 0 10002 0O = 0 100Xy O
0 0 5002 0 0 50\
50A(—=1) 0 0 5 0 0
and W = 0 100A(0) 0 — | 0 125 0 |. The
0 0 50A(1) 0 0 70

gradient of 7 with respect to B is given by % = exp(ﬁo + Bl + 32/3) —
0
exp(Bo—B1+//3) =7 = 0.3, 2= = exp(fo+ B+ B2/3) +exp(Bo — B +
B2/3) =7 =14+1.1=2.5, and 552 = Lexp(fo+ B+ 52/3) — & exp(Fo—
L R 1/3 —=1/2 1/2 0.3
Bi+P32/3) = Z =0.1. Thus (X 1)TVvr=| 1/3 0 -1 2.5 | =
1/3  1/2 1)/2 0.1
—1.1
0 |. Consequently, the standard error of 7 is the nonnegative
1.4
square root of

(XYW (X )TVE
1/55 0 0 ~1.1 112 142
=[-11 0 14]| 0 1/125 0 0 | = <x+=5 =005
0 0 1/70 1.4

so SE(T) = v/0.05 = 0.2237. Therefore, the 95% confidence interval
for 7 is given by 7 £ 1.96SE(7) = 0.3 £ (1.96)(0.2237) = 0.3 £ 0.438 =
(—0.138,0.738). Alternatively, since G is saturated, 7 = Y3 — ¥; =
1.4 — 1.1 = 0.3. Moreover var(7) = var(Y3) — var(Y1) = ( 1) + )‘TE?,
@ 7 —Vwt 5—61 = 1/0.05 = 0.2237, and hence the
95% confidence interval for 7 is given as above.

SO

(f) The maximum likelihood equations for the regression coefficients are
given (see (11) of Chapter 13) by >, ng[Yi— exp(ﬂ(mk)] =0, >, npri [Ye—
exp(ﬁ(wk)] =0,>, nk(xk1—2/3)[Yk exp(ﬁ( k)] =0, and Zk N [Yi—
exp(0(ay)] = 0. Here O(xy) = fo + Braws + Ba(23, —2/3) + Fazpa. Alter-
natively, according to Problem 13.35, the maximum likelihood equations
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can be written in matrix form as X7 N exp(XB) = XTNY, where

1 -1 1/3 -1
1 -1 1/3 1
1 0 —2/3 —1

X=11 0 223 1|
11 1/3 -1
11 1/3 1]

N = diag(25,25,50,50,25,25), and Y = [1.4,0.8,1.5,1.0,1.2,1.6]7.

I:Iere 5(931/)\ = ﬁo + 313311 + Bg(l'%l —-2/3) + 333312 = Bo + Bl( 1) +
B2(1/3) + F5(~1) = 0.211 0,121 — 0.007/3+0.121 = 0.209 and so forth.

1 -1 1/3 —17]
-1 13 1 0.211
Alternatively, 8 = X3 = 1 8 _g;g i - _8(1)(2); B
113 -1 —0.121
11 1/3 1]
0.209 T [ 1.232 7
—0.033 0.968
833; L 50 X = eXP@) = 11118(1) . Thus (see Problem 13.74)
0.451 1570
0.209 1.232 |
the dev1ance of G 1s given by D(G) = (35 log 1232 + 201log 2 0968 i

75log T 40T 401 +501og 17 +30 log it 57 +40log 1 232) = 6.818. Consequently,
the P-value for the goodness-of-fit test of the model is given by P-value =
1 — x3(6.818) = .0331. Thus there is evidence, but not strong evidence,
that the model does not exactly fit the data.

According to the solution to (d) the deviance of Gy is given by (Gl)

2(351log 17 +201log 33 + 75 log 5% + 50log 1555 +30log 12 +401og 19) =
10.611. According to the solution to (g), the hkehhood ratio statistic
for testing the hypothesis that the regression function is in G; under the
assumption that it is in G is given by D(G1) — D(G) = 10.611 — 6.818 =
3.793. Under the hypothesis, this statistic has approximately the chi-
square distribution with 1 degree of freedom, which is the distribution of
the square of a standard normal random variable. Thus the P-value for
the test is given by 2[1 — ®(v/3.793)] = 2[1 — $(1.95)] = 2(.0256) = .0512.
Hence the test of size o = .05 barely accepts the hypothesis.

Let 0 < a < 1. Then, by the CLT, the nominal 100(1 — a)% confidence
interval Y7 — Yo & z(l_a)/QSE(Yl —Y5) for pu1 — po has approximately the
indicated coverage probability when n; and ny are large; here SE(Y] —

Yg) = \/S%/?”Ll —I—S%/ng.

The P-value is given by P-value = 2[1 — ®(|Z|)], where Z = %

Here SE(Y] —Y5) = 4/ 2002 + 183 V9 = 3, so the 95% confidence interval
is given by 18 — 12+ (1.96)3 = 6 + 5.88 = (0.12, 11.88).
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(d) Here Z =6/3 =2, so P-value = 2[1 — ®(2)] = 2(1 — .9772) = 0.0456.
(e) Write 7 = h(u1, u2) = p1/p2 and 7 = h(Y1,Ys) = Y1 /Y. Then AV(7T) =
2, 2 2 2 2 2
Oh oh _ 1 o? o5 1 (o 20
()5 + ()5 - ()R ()8 g (@) e
ASD(?) = L/ % 4 72%. Thus SE(7) = &1/ 50 + 725, The 100(1 —

T pel Y,
)% confidence interval for T is given as usual by T %+ 2(1—a)/25E(T).

(f) IfSD(Y2) = 02/+/n3 is not small relative to |uz|, then Y2 and g could well
have different signs. Thus the linear Taylor approximation that under-
lies the confidence interval in (e) is too inaccurate for the corresponding
normal approximation to be approximately valid.

(g) The Z statistic for testing the hypothesis that 7 = 1 is given by Z = (7 —
1)/SE(T). The corresponding P-value is given by P-value = 2[1-9(|Z])].

(h) Here7 = Y1 /Y> = 18/12 = 1.5, 50 SE(7) = 151/ 2 +1.52188 = 1/10.25 =

0.2668. Thus the desired confidence mterval is glven by 1.54+(1.96)(0. 2668) =

1.5 + 0.523 = (0.977,2.023).

(i) Here Z = (1.5 — 1)/0.2668 = 1.874, so P-value = 2[1 — ®(1.874)] =
2[1 — .9695] = .061.

(j) The hypothesis that p3 — pug = 0 is equivalent to the hypothesis that
w1/ pe = 1. Thus it is not surprising that the P-value in (d) is reasonably
close to the P-value in (i). That the P-values are not closer together
is presumably due to the inaccuracy in the linear Taylor approximation
that underlies the asymptotic normality that is a basis of the solution to
(e). Since p1/pe is not a function of py — pa, the confidence intervals in
(c) and (h) are mainly incomparable. On the other hand, the confidence
interval in (c) barely excludes 0, while the confidence interval in (h) barely
includes 1. Thus, the two confidence intervals lead to the conclusion that
the hypothesis that pu; — ps = 1 or, equivalently, that ui/pue = 1 is
borderline for beinga accepted or rejected at the 5% level of significance.
This conclusion is in agreement with the P-values found in (d) and (i),
which are both close to .05.

Solutions to Third Practice Final Exam

(a) The design matrix corresponding to the basis 1,z,2% (any other ba-
sis would be incompatible with the definition of the regression coef-
ficients as the coefficients of these basis functions) is given by X =

1 -1 1 0 20
1 0 0].Sincedet(X)=1+1=2,X"'=3|-1 0 1|=
111 1 -2 1
[ 0 1 0
-1/2 0 1/2
1/2 -1 1/2
60,200 3 R log(3/7)
(b) Here Y = | 150/300 | = | .5 |, so 8 = logit(Y) = 0 =

160/400 4 log(2/3)
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[ 0.8473 Bo 0
0 . Thus | 3, | = X710 = | (0.8473—0.4055)/2 | =
| —0.4055 | By —(0.8473 4 0.4055) /2
S i i X
0.2209 |. Consequently, By = 0, £; = 0.2209, and [, = —0.6264.
| —0.6264 |

The asymptotic variance-covariance matrix of ,@ equals (X Twx)- =
X 'WHX~HT. Thus the asymptotic variance of 8; equals

o 8) =t o)
4\20002 " 40002/ ~ 4\200m, (1 —m1) = 400ms3(1 —m3)/

Since the model is saturated, the maximum likelihood estimates of 71 and
g are given by 11 = Y] = .3 and 73 = Y3 = .4. Thus the standard error

of By is given by SE(f) = \/ L (s + mocrey) = V0.00856 =
0.0925. Hence the 95% confidence interval for Bl is given by

B1+1.96 SE(1) = 0.2209-+(1.96)(0.0925) = 0.221+0.181 = (0.040, 0.402).

Ce e _Bi 02209 -
The Wald statistic is given by W = SE(lﬁl) = 0oozs = 2-388. The corre-

sponding P-value is given by P-value = 2[1—®(|W|)] = 2[1—P(2.388)] =
2[1 —.9915] = .017. Thus the hypothesis that 31 = 0 is rejected by the
test of size .02 but accepted by the test of size .01.

Under the submodel, logit(ms) = logit(m1), so Y7 + Y3 has the binomial
distribution with parameters 200 + 400 = 600 and probability © with
logit(m) = Bp + B2. The observed value of Y7 + Y3 is 220, and the corre-
sponding sample proportion is 220/600 = 11/30. Thus we can write the

x n Y
observed dataas 0 300 1/2 . When the data is viewed in this man-
1 600 11/30
ner, the design matrix is given by Xg = [ i 1 ], which is invertible.
Thus the given model is saturated. Moreover, X L= _1 (1) ] Also,
~ | logit(1/2) | _ 0 . 0
% = { logit(11/30) | ~ | log(11/19) | ~ | —0.5465 | Conscauently,

Bo| wum [ 10 o 1. [ o
B ] = Xq'00 = { -1 1 ] [ ~0.5465 } B { —0.5465 }

The likelihood ratio statistic is given by D = 2 (60 log T?)BO+14O log 19'/%4-
150log -2 4+ 1501og -2 + 160log T‘go + 2401og %) = 5.834. The corre-
sponding P-value is given by P-value = 1 — x3(5.834) = .0157. Alter-
natively, it is given by P-value = 2[1 — ®(1/5.834)] = .0157. Thus the
hypothesis that the submodel is valid is rejected by the test of size .02
but accepted by the test of size .01.
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The within sum of squares is given by WSS = >, > (Vi — Yi)? =

S p(ng—1)S2 = 199(1.4)% +299(1.6) + 399(1.5)% = 2053.23. The overall

sample mean is given by ¥ = % S, Yy = 200(0.38)—%—5009(8(.)62)+400(0.47) _

0.5. Thus the between sum of squares is given by BSS = >, ng(Yy —
Y)? = 200(0.38 — 0.5)2 4 300(0.62 — 0.5)2 + 400(0.47 — 0.5)2 = 7.56.
Consequently, the total sum of squares is given by TSS = BSS + WSS =
7.56 + 2053.23 = 2060.79.

1 -1 1
The design matrix is given by X = | 1 0 0 |, which coincides with
1 11

the design matrix in Problem 31(a). Thus, according to the solution to

0 1 0
that problem, X ' = | —1/2 0 1/2 |. Since X is invertible, the
1/2 -1 1/2
Bo Yi 0 1 077038
model is unsaturated,so | 3; | =X"'| Yo | =| -1/2 0 1/2 0.62
Bs Ys 1/2 -1 1/2 0.47

0.620
0.045 |; that is, By = 0.620, 3, = 0.045, and B> = —0.195.
~0.195

Since the model is saturated, the fitted and residual sums of squares are
given by FSS = BSS = 7.56 and RSS = WSS = 2053.23. The standard

deviation o is estimated by S = \/% = \/% = 1.513.

The least squares estimate of 7 is given by 7 = 3(2) + B% = 0.622 +
(0.195)* = 0.4224. Write h(Bo, B2) = 03 + f3. Then S = 2 and

%hg = 205. The variance-covariance matrix of Bo and 32 is given by
0 1 0 1/200 0 0 0 1/2
02[1/2 ] 1/2} 0 1/300 0 1 -1
0 0 1/400 0 1/2

202[ 1/300 —1/300

—-1/300  1/192 } Consequently, SE(7) is given by

1/300 —1/300 0.620
2(1.513)\/[ 0.620 —0.195 ] [ ~1/300  1/192 } [ —0.195 }

= 3.026\/ 0.6202 1 01952 | 2(0:6200(0-19) - 3.026/0.002285 = 0.1446. Thus
the desired confidence interval is given by 7 £ 1.96 SE(7) = 0.4224 +
(1.96)(0.0.1446) = 0.422 + 0.0.283 = (0.139, 0.705).

Under the submodel, p; = ug for all values of Gy and s, so we can merge
the data for the first and third design points, getting the observed data

r n Y

0 300 0.62. [Note that (200(0.38) + 400(0.47))/600 = 0.44.] The
1 600 0.44

1
corresponding design matrix is given by X = [ 1 (1) ], whose inverse
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10
-1 1
least squares estimates of the corresponding regression coefficients are

. Bo | T 10770627 [ 0621 . . =~ _
gwenby[a10 =11 044 | =1 018 ; that is, Bgp = 0.62

and Bip = —0.18.

(f) The fitted sum of squares for the submodel is given by the between sum
of squares for the merged data, that is, by FSSy = BSSy = 300(0.62 —
:5)2 4+ 600(0.44 — .5)% = 6.48.

s . FSS—FSSp)/1 - 56—6. .
(g) The F statistic is given by F = ( RSS/89(%)/ = 25553§236/§S7 = .0.472.

The P-value is given by P-value = 1 — F} g97(0.472) = 1 — x3(0.472) =
21 — &(/0.472)] = 2[1 — (0.687)] = .492.

is given by X 1— [ } . Thus the submodel is saturated and the

Solutions to Fourth Practice Final Exam

a(z)) - ga(=})
(a) X = : :
gi(zy) - galzy)
ny - 0
(b) W= :
0 - ny

(¢) = (i1 +---+naga)/n.

(d) WSS = (nq —1)s? + -+ (ng — 1)s2.

(e) Y has the multivariate normal distribution with mean vector g and
variance-covariance matrix o2W =1,

(f) p=Xp.

(g) [:3 =X"'Y.

(h) B has the multivariate normal distribution with mean vector 3 and
variance-covariance matrix o2 X 1WH X 1T = o2 XTW X)L

(i) LSS =0, FSS = 3¢, nx(7k — 7)%, and RSS = WSS.

(j) s> =RSS/(n —d) = WSS/(n — d).

(k) Now VC(B) = 2 XTWX) ' = 22X "W H(XT) ' = 2V IXTW-IXV L

~

Observe that var(8;) is the jth diagonal entry of VC(8). This equals
o/ v?- times the jth diagonal entry of X7 W !X, which diagonal entry
is Sont g]z (x,). Thus the desired result is valid.

R 1/2
0 SEG) = & ( TL Aada)

(m) Under the indicated conditions, XWX = rXTX = rV, which is
a diagonal matrix. Thus the indicated basis functions are orthogonal.
Moreover, ||g;||? is the jth diagonal entry of 7V, which equals rv;. Conse-

2
quently, FSS—FSSy = H Z?:doﬂ Bi9g;

d 2 d 3
= Zj:doJrl /832”ng2 = TZj:doJrl vj’BJZ'
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_ (RSSo—RSS)/(d—do) _ _dr(r—1 d e
(n) F = ( V\?SS/[d(z/—l)] 2 = (d—(fio)w)ss J=do+1 UJﬂJQ

(a) 71 = 15/20 = .75 and 6, = log3 = 1.099; 7 — 25/40 = .625 and
6> = log(5/3) = 0.511; 7 = 28/40 = .7 and 65 = log(7/3) = 0.847;
74 = 32/80 = .4 and 04 = log(2/3) = —0.405.

(b) According to the solution to Example 12.16(b), SE(04—6;) = \/20(3/i)(1/4)

0.565. Since 65 — 61 = log(2/3) — log3 = log(2/9) = —1.504, the 95%
confidence interval for 64 — 0 (which is the log of the odds ratio) is
given by —1.504 £+ (1.96)(0.565) = —1.504 £+ 1.107 = (—2.611, —0.397).
Thus a reasonable 95% confidence interval for the odds ratio is given by

(e7261 ¢=0:397) = (0.0735,0.672).
1 -1 -1 1
. . 1 -1 1 -1
(¢) The design matrix is given by X = 1 1 -1 -1
1 1 1 1
(d) Now XTX = 4I, where I is the 4 x 4 identity matrix. Thus X ! =
(1/4)XT _Consequently, 8 = 1logl‘c (m) = 1/4)XT0 Therefore,

ﬁo = [91 + 02 + 03 + (94]/4 ,81 05 -1;94 — (601 + 02)]/4; B2 = [(02 + 64) —
(01 + 93)]/4 and ﬁg = [((91 + 94) (92 + (93)}/4

(e) Ignoring x5 and x3, combining the first two design points, and combining
the last two design points, we get the data shown in the following table:

k  x1 # of runs # of successes

1,2 -1 60 40 . The design matrix is given by
3,4 1 120 60

1 -1 . . 1 11
Xy = L1l whose inverse is given by X, = (1/2) 11l

Thus 500 = (901 + 002)/2 = (log2 +log1)/2 = (log2)/2 = 0.347 and
Bot = (B2 — Bn) /2 = (log 1 — log 2)/2 = —(log 2)/2 = —0.347.

(f) The likelihood ratio test would provide a reasonable test of the indicated
null hypothesis. The test would be based on the deviance of the submodel,
which is given by (46) in Chapter 13; here 7(zy) is replaced by exp(ﬁog +
ﬂmmkl)/[l + exp(ﬂoo + ﬂmxkl)] Under the null hypothesis, this deviance
has approximately the chi-square distribution with 2 degrees of freedom.

Solutions to Fifth Practice Final Exam

(a) We estimate us — pq by fiz — i1 = Y2 — Y7. The variance of this estimate
is given by

1 1 2
var(fis — 1) = 02(7 n 7) -7
376/ 2

The pooled sample variance is given by

257 + 553

2 _
57 = 7

+ SEmEE ©
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Thus
S 257 + 553
SE(fip — i) = —= = | —1—"2.
Consequently, the t statistic is given by
Ho — i1 Vi-Y

t= — — = .
SE(fiz — fi1) /(252 +552)/14

Under Hy, ¢ has the ¢ distribution with (3 — 1) 4+ (6 — 1) = 7 degrees of
freedom.

(b) The design matrix is given by

10
10
10
1 1
X=|11
1 1
11
1 1
L1 1]
(¢) The Gram matrix is given by
10"
10
1 0
XTX_111111111}1_96
_[000111111} _[66]'
11
1 1
1 1
L1 1]

(d)

o= )= [k k]

(e) Observe that

" Y, T
Y,
Ys
Y, _ _

:| Y :|:3Y1+6Y2:|‘

Ty
XY = 6Ys

O =
O =
S =
==
= =
— =
_ =
= =
==
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Thus

A IR A |

b ] — (XTx)'XTY = [
b

SOB\O:Yl and@:?g—)—/l.
(f)
FSS =) [(z:) — Y]’
_ - Y] + 2Y372
ZZ[Yl-FJUi(Yz—Yl)—%]

=Y (Y2 —Y1)*(z; — 2/3)°

SUR I EHRON

=2(Y2 - V)%
(g)
B 1 WSS 1/3 —1/3] 2Sf+5S55[ 1/3 —1/3
V=5(x"X) 1_7[1/3 1/2]_ : 7 : [1/3 1/2]

~ [25% 4553
SE(B1) = %

B %h-%
SE(f1) /(257 +553)/14
Under Hp: t has the ¢ distribution with 9 — 2 = 7 degrees of freedom.

38. (a)
1 -1 -3 1
1 -1 3 —1
X = 1 1 -1 -3
1 1 1 3

(b) Since 1 = Ty = T3 = 0, Zi$i1$iz =3-3-1+1=0, Zi$i1xi3 =
—14+1-3+4+3=0,and >, zppx;3 = =3 — 3+ 3+ 3 = 0, the indicated
basis functions are orthogonal.

()

40 0 0
Te - |04 0 0
XX=D=1¢ 092 ol
00 0 20
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SO
5 0 0 0 1 1 11
110500 -1 -1 11
-1 _ p-1ywT _ *

X_DX_200010 -3 3 -1 1
|00 0 1 1 -1 -3 3

5 5 5 5

1| -5 -5 55

20| -3 3 -1 1

| 1 -1 -3 3

(d) Since X is an invertible (square) matrix, it follows from Theorem 9.15
that G is identifiable and saturated.

(e) Since
Eo log 41 5 5 5 5 —0.693 19.555
Bi| _x-1|logie | . 1| =5 =5 5 5 || 1609 | 1| -3465
B loggs | 20| -3 3 —1 1 || —0.916 20 | 2525
3, log 74 1 -1 -3 3| | —0.693 —1.585

we see that By = —0.978, B = 0.173, B2 = —0.126, and B3 = 0.0793.
(f) Since G is saturated, §(wk) = logyr for k = 1,2,3,4, so X(wk) =

exp 0(xy) = g for k =1,2,3,4.

(g) The asymptotic variance-covariance matrix of B is given by (X Twx ) -

—~ -1
X_IW_I(X_l)T, which is estimated by X ~'W (X_l)T. Since

ngy 0 0 0 20 0 0 0
— | 0 mp 0 o | | o2 o of
=1 0 mnsgs O | | 0 020 0 = 201y,
0 0 0 i 0 0 0 20
500 0
P I | 1 1|05 00
X! XN = (XTX) = —
wo(xT) 20( ) 40010 0 10
000 1

Consequently, SE(f3) = 1/20 = 0.05. Thus the 95% confidence interval
for 35 is given by 0.0793+(1.96)(0.05) = 0.0793+.098 = (—0.0187, 0.1773).
Since this confidence interval includes 0, the P-value for the Wald test of
Hj is greater than .05; hence Hy is accepted.

(h) With regard to Gp, we can ignore x2 and x3 and conclude that there are

just two design points, 1 = —1 and x; = 1, and that the design matrix
is given by
1 -1
X[ 1]

Since this (square) matrix is invertible, G is identifiable and saturated.
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(i) Combining the first two design point and combining the last two design
points, we get the observed data

k oz n Y
1 -1 140 2/7
2 1 90 4/9

Consequently, the likelihood ratio statistic for the test of Hy versus H, is
given by

1/2 1/5 2/5 1/2
40(10g2?7+log2?7+log4§9+10g4§9)

7 7 9 9\ .
= 40(log 1 + log 10 + log 10 + log §> = 8.615.
From the table of the chisquare distribution with 4 — 2 = 2 degrees

of freedom, we conclude that P-value < .005. Thus we reject Hy and
conclude that 6(-) is not a linear function of ;.



