Statistics 215 D.A. Freedman Spring 2000
Notes on the odds ratio and the §-method

Let X ~ B(n,p)andY ~ B(m, q), independent; 0 < p, ¢ < 1, whilen and m are large.
Thetrue oddsratiois
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This parameter is estimated by the statistic
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with &,, ¢, independent and asymptotically N (0O, 1). Equation (1) defines§,, and &, intermsof X
and n; likewise, (2) definqﬁ €m and &, intermsof Y and m.
Asymptotically, log ¢ is normal, with asymptotic mean log ¢ and asymptotic variance
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This can be argued by the so-called §-method, since
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The variance of the last displayed expression is (3), which is usually estimated as
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In finite samples, ¢ hasinfinite mean, since Y = 0 has positive probability.



