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SOME ANALYSES OF VARIANCE

The General Linear Hypothesis

Let Y =XB+W with Y, X, 3, W of dimensions nx1, nxp, px1, nx1 respec-
tively and the entries of W being IN (0,06%) Supposer (X) =r.

Consider the (composite) null hypothesis Hy : PTB=0withr(P) =q.

Let B denote the estimate of 3 when H holds. By a Lagrange multiplier argu-

ment it is seen to satisfy

XTXB. +PA=XTY
PTR. =0

Because Xﬁ* , X(ﬁ—ﬁ*) and Y—XfB are mutually orthogonal one has the anova identity

OYTYD?= goxB. 02+ OX(B - B )0% + OY - XPO? (2)
with degrees of freedom breakdown

n=(-a)+q + ()

The components in (1) might be called "Total", "Reduced model”, "Hypothesis",
"Residual" respectively. The null hypothesis may be examined via

OX(B - B-) 0%
OY - XBo#n-r)

which, under H, has an F distribution with degrees of freedom g and n—r.

Some particular cases.
1. Sngle Sample

Consider the model Y; = p + W, for i=1,...,n and the null hypothesisH : p = 0.



The identities become

SYZ=AYZ + 3(Y,7Y)? 2
i i
n=1+(n-1)
and the F -statistic
_nav? _ .,

2. d-sample/Single Factor

Consider the model Y, =p, + W, for i=1,..n, and k=1,..,d and the null
hypothesis Hy : p, = p for al k. Writing p, = p + B, for k=1,....d with 3,=0 the
hypothesis become H : B, = 0 for k=2,...,d.

The identities become

PBATEDDACE %Z-(Yk =Y)? + %Z(Yki =Y)? 3)

ki ki

n=1+(d-1) + (n-d)
and the F -statistic

> SV =Y)A(d-1)
K i

i >3 (Y ~Yk)7(n—-d)
K

3. Sngle Factor With Covariate

Consider the model Y,; =y + y(%q=x) + W for i=1,...,n, and k=1,...d. Con-

sider the null hypothesis H : p, = p for k=1,...,d.

The identities become

SYYE =Y+ §ET 5 (X6 X)? + TSV X7 =f (K6 X1 + T3 Yig Y9 X))
ki k i ki ki

n=1+1+(@d-1) +(n-d-1)
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The F -statistic is the ratio of the last two terms in (4) standardized by their degrees of
freedom.

4. Two Factors With Equal Replicates
Consider the model Y = My + W for j=1,..,J k=1,..,.K and i=1,..,I. A

basic identity here is

z;zvj% = z%_z‘v.? * z%_ztv,-.iv_)z + zgz‘(Y.k:Y._)Z * ZEI0GY, Y, FY )7+ PRAYE =Yji)®
J I J I J ! J I J I j i
Also

1K =n =1+ -1 + (K-1) + J-1)(K-1) + | (J-1)(K-1)

Writing Wy =p+a; HBy +yje with aq,B1,y;1,Yik = O the null hypothesis of no interaction
isHq 1Yy =0. The F-statistic is the ratio of the last two terms in (5) standardized by

their degrees of freedom.

5. Two Factors, One Replicate
Consider the model Y = p+a; +3 +W, for j=1,.J k=1,...K with a4,;=0.

Consider the null hypotheses Hy : ;=0 and Hy' : B,=0. A basic identity is

SSYE=SSY? + ST Y )2+ SSY)? + TS Y FY)?  (6)
i k ik i k ik ik
Also
K =1+ -1 +(K-1) + J-1)(K-1)

The F-statistic for Hy' is the ratio of the last two terms in (6) standardized by their

degrees of freedom.
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