Theoretical Statistics. Lecture 24.
Peter Bartlett

1. Relative efficiency of tests. [vdv14]

(a) Asymptotic power functions.

(b) Asymptotic relative efficiency of tests.




Recall: Relative efficiency of testi

Example: SupposeX;,..., X, ~ Py, where
1. Py has densityf(z — 6) onR,

2. fIs symmetric about zero (so the mean=media®oIls 6),
3. f has a unique mediarf (0) # 0),

4. f has a finite variance.

We wish to tesiH : 6 = 0 versusH; : 6 > 0.




Recall: Relative efficiency of testi

Example: Candidate tests:

1 mn
1. Signtest:sS,, = — 11.X; > 0].
9 n; [X; > 0]

1 «— X;
2. t-test:T,, = — .

Which is better?




Recall: Relative efficiency of tests. Sign tei

Definition: The power function of a test that rejects the null hypoth
when the statisti@’, falls in the critical regionk,, is

7rn(9) = Pg(Tn < Kn)

For the sign test,

7Tn(‘9) —1_® (O(O)Za + \/f((HIL)L(O) B ,LL(H))) + 0(1)

if 6 =0,
if 0 > 0.

So the limiting power function is perfect. (Typical for a seaable test.)




Recall: Relative efficiency of testi

How do we compare tests? We need to make the problem of disertimyg

between the null and the alternative more difficult.aacreases. It is
natural to consider ghrinking alternative, that converges to the null.

We wish to testH : 6 = 0 versusH; : 6,, > 0, with 6,, — 0.




Recall: Relative efficiency of testi

For the sign test,

7Tn<9n) —1_® <U(O>Za + \/f(gu( ) N :u(en))

00D} | )

The power depends on the asymptotics/of (11(0) — u(6,,)). SinceF' is
differentiable av,

v (F(=0n) = F(0)) = —=v/nb, f(0) + o(v/nby,).




Recall: Relative efficiency of testi

If 6,, — 6 faster thanl /\/n, v/n (1(0) — p(0,)) — 0, somw,(6,) — a. The
test falls: these alternatives are too hard.

Foré@, — 6 slower thanl /\/n, v/n (1(0) — u(0,)) — —o0, SO
mn(0n) — 1. These slowly shrinking alternatives are too easy.

Consider an intermediate rate:
Vb, — h.




Relative efficiency of testj

If \/n6,, — h,theny/n (1(0) — w(60,)) — —hf(0), SO

0(0)za — hf(O))
a(0)

Tn(0n) — 1—(1)(

—1— B (2, — 2hf(0))
= @ (2hf(0) — za) -




Relative efficiency of testj

This leads to a natural asymptotic comparison of two testéffp: 6 = 0
versusHi : 6 > 0:

Compare thdocal limiting power functions,

7(h) = lim 7, (i)

n—oo

NG




Relative efficiency of testj

Theorem: Suppose that (1),,, 4, ando are such that, for alh and

0, = h/\/ﬁ,

\/ﬁ(Tn — U(‘gn)) On
o(0n) N0, 1),

(2) 1 is differentiable ab, (3) o Is continuous ab.
Then a test that rejecid,, : § = 0 for large values of’},, and is asymptoti
cally of level« satisfies, for alh,

”(;ﬁ) >1_@<Z“‘hi<<§>))'
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Relative efficiency of testj

Substitutingh = 0 shows that the asymptotic level of the testvigf we
rejectH, : 6 = 0O for

Proof:

Thus,
7Tn<9n) — PQn (\/E (Tn — ,U(O)) > O'(O)Za)

. (Tn — U(en))

= py, (Vi
#'(0)

)

—>1—<I>(za—h
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Relative efficiency of testj

So we have an easy comparison between tests based on locally

asymptotically normal statistics: compare 8iepeof the testsy'(0)/0(0).
The bigger the slope, the faster(h/+/n) increases fronax ash increases

from 0.

12



Relative efficiency of testj

Example: sign test
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Relative efficiency of tests: t-tes'

RejectH if \/nT,, > z,.
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Relative efficiency of tests: t-tes'

As before,

if 6 =0,
if 6 > 0.

The limiting power function is perfect.
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Relative efficiency of tests: t-tes




Relative efficiency of testj

sign test:

t-test:

Laplace:

Logistic:

Normal:

Uniform:
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Relative efficiency of testj

But the fact that the local limiting power function for th@sitest depends
on the density at a single poin)(should raise a red flag!

Consider a uniform distribution with its density slightlyoehified to give a
huge, narrow peak @t The sign test will have better asymptotics, but
unless we have a huge sample, this distribution would be taitinguish
from a uniform. That is, the asymptotics would need a vergdarto be
relevant.

18



Asymptotic relative efficiency of testi

Definition:  For levela and powery € (a, 1), the asymptotic relative
efficiency or Pitman efficiencyof test 1 with respect to test 2 is

. ny.1
lim :
V— 00O nU,Q

wheren,, ; Is the minimal number of observations such that

Ty (0) < a, and T, (0,) > .
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Asymptotic relative efficiency of testj

Theorem: For a modelPy, suppose|Py — Py|| — 0 asf — 0. Suppose
tests: = 1,2 satisfy: (1) Test rejects the null hypothesiH, : 8 = 0 for
large values of a statistit, ;, and’,, ; satisfies

VITni = pi(0n)) 6, o

5 N(0,1) for v/n6,, — h.
(2) p; is differentiable ab, o; is continuous ab, 1;(0) > 0, o;(0) > 0. (3)
The power function of testis nondecreasing for eaeh Then the relative
efficiency of these tests is
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‘Asymptotic relative efficiency of tests: Proo]

The condition that?y approacheg’; in total variation distance as— 0
implies that the minimal numbers, ; must go to infinity ass — oo.

Then the limiting normal distribution reveals the apprapithreshold to
ensure thatr,, , (0) = a:

Vi, i = 13(0)) > 0:(0) 20 + o(1).

T, (6,) =1 — B (za _ W@%) +o(1).
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‘Asymptotic relative efficiency of tests: Proo]

For the power to approachasr — oo, the argument o must approach
z~, Which means

Hence,
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