Theoretical Statistics. Lecture 18.
Peter Bartlett

1. Asymptotic equicontinuity.

2. Donsker property.




‘ Outline of today’s Iecture'

We noticed that, in showing that the asymptotic distribnitod Z-estimates

IS normal, what we really needed was continuity of the sampptas of the
stochastic process defined by the estimating equations.property is
calledAsymptotic Equicontinuity . It is closely related to thBonsker
property.




Recall: Asymptotics of Z-estimatoril

Theorem:
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‘ Recall: Asymptotic equicontinuity.

Definition: Define

an:\/ﬁ<Pn_P)f

Fs, ={f—g9:f,9g€F, pp(f—g) <bn},
pp(f) = (P(f— Pf)*)'2

Then the empirical process,, on F' is asymptotically equicontinuousif,
for every sequence, — 0, |G, || F;, 5o.




‘ Donsker Property'

Definition: SupposeF’ satisfies

for all z, sup |f(z) — Pf| < 0.
feF

We sayF' is aDonsker classf G,, ~~ G, whereG is a tight random elemel
In (°°(F).

The limit process is the zero-mean Gaussian process witirience
function

EGfGg=P(f—-Pf)(g—Pg)=Pfg— PfPy.

This process is called the-Brownian bridge.




‘Asymptotic equicontinuity I

Lemma: F'is Donsker iff

1. G,, iIs asymptotically equicontinuous an.
2. F'is totally bounded iy (P).




‘Asymptotic equicontinuity I

Proof (Donsker implies asymptotically equicontinuous):

Defineg : {>°(F) x F — R byg(z, f) = 2(f) (consider the.,(P)
pseudometric of’). Theng is continuous atz, f) for which f — z(f) is
continuous.

Consider|G,| r, . For any random difference sequenge— g, in Fs,,

sincepp(fn — gn) < 6n, we havef,, — g, — E(f,, — gn) ~> 0. Also, since
F is DonskerG,, ~ Gp in ¢*°(F'). Because of the fact (vdV Lemma
18.15) that almost all sample paths®fp are continuous o', g IS
continuous at almost every poi(t », 0). By the definition ofG,, and by
the continuous mapping theorem,
Gn(fn_gn):Gn(fn_gn_E(fn_gn)): -

9(Gn, fn = 9n — E(fn — gn)) ~ 9(Gp,0) = 0. Thus,G,.(fr. — gn) — 0.
Since this is true for an arbitrary random difference segaen




fn — gn € Fs_, itis true for the supremum.




\ Donsker classe’

We say that+' has arenvelope functionz — B(xz) if for all x andf,

f(z)| < B(x)




\ Donsker classe'

Theorem: Supposé’ has an envelope functiaB with PB? < oo, and

/ sup \/logj\/'(eHBHQ,g,F, L2(Q)) de < o0,
0 Q

where the supremum is over all finite discrete probabilityasuges ont’
satisfyingQ B® > 0. Then for alls,, — 0, |G, || 7, %5 0, where

Fs={f—-g:f.geF, P(f—g)* <6}

and F' is totally bounded in.,(P). Hence,F' is Donsker.
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\ Donsker classes: Proo.

E|Gul F;, = VnE|| P, — Pll5;,
< 2\/EEHRHHF5n

< CE/ Vog N (e, Fs | Lo(P,)) de.
0

Fore > ¢,,log N (e, Fs , La(P,)) = 0, where

1 mn
sup || f117,p) = - > X
i—1

fers,,

Fs,
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\ Donsker classes: Proo.

Also, for all @,
N(€7F5naL2(Q>) < N2<€/27Fa L2<Q))

Thus, forb, = || B||L,(p,)

€n /bn
E|Gnlr, < cEb, / JIog N(ebn. By . Ta(Py) de.
0

€n/bn
< chn/ sup v/log N (eb,, /2, F, L2 (Q)) de.
0 @
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\ Donsker classes: Proo.

Sinceb,, - E||B|r,p,) > 0, the asymptotic equicontinuity follows from

€, £ 0. But

en = sup ||flI7,p.)
f€Fs,

— Sup Pnf2
f€Fs,

< sup (P, — P)f*+ sup Pf*
fEF(Sn f€F5n

< sup (P, — P)(f —g)*+ sup Pf2
fgeF

The first term goes to zero because of the entropy conditiba.sEcond
term goes to zero because of the definitiorFf.
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\ Donsker classes: Proo.

HenceE| G, | r, — 0, and so Markov's inequality implig§G', || 7, 5o.

The entropy condition also impligs is totally bounded in.,(P), since the
entropy condition meank' is totally bounded in.» (P, ), and

sup gep |(Pn — P)(f — 9)°| = 0.
We've cheated slightly. (Where?)

The definition ofF5 usedL,(P) instead ofpp. That is, we consider a
smaller set, since we insist that the mean differences aoamtiuded.

But this is a minor difference. In particular, we can makéarger by
shifting all means (that is, adding all translates by a camt$t and this does
not change the log covering numbers by more th&gél /¢) term. (Why?)
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Recall: Asymptotics of Z-estimatoril

Theorem:
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Asymptotic normality of Z-estimates'

We need to check why asymptotic equicontinuityfot= {1y}, that is,

P
1GnllFs, =0,

implies G, (o, — ¥y ) = op(1 + v/nll6n — 6o])).
For this, we notice thaby, — 1, goes to zero whew (g, — zpén)Q — 0,

which follows from differentiability ofPy at, and||fy — 6,,||*> — 0.
Thus, the asymptotic equicontinuity condition impliesttha

G(vo, — ¥y ) = op(1) when||d,, — 6o = 0.
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\ Donsker classes: converse res:.t

A classF is star-shaped if, for alf € F', we also have\f € F' for
0 <\ <1. [PICTURE]

Theorem: If F' is star-shaped|f|.. < B forall f € F, and for some
a > 0,

E|| Ry | p—r = Q(n~/2+),

where ' — F' Is the set of differences of functions ik, then ' I1s not
asymptotically equicontinuous.
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\ Donsker classes: converse res:.t
Proof:

We want to show thafG,, ||, stays large. But we know that

IGnllEs, = VollPn — Pllg,

> oy (Bl Ralrs, - =) (with prob> 1/2).

Next, we need to relatgR?,, || r; to || R,|r-F.
Supposé|R.,||F—r = |R.(f — g)|. SinceF is star-shaped, for any
0 < A<1,Afand)\g are inF, and so

pp(A(f —9)) = App(f —g) = A(P(f —g — (Pf — Pg))*)"/* < 2\B.
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\ Donsker classes: converse res:.t

Choosing\ = ¢, 6, (with ¢; = 1/(2B)) ensures thgtp(A(f — g)) < dn,
SO we see that
HRnHF(sn Z 015n||RnHF—F

Thus, with high probability,

IGnllrs, > c(VRE|R|F;, —1)
> ¢z (Vnonl|Rullp—r — 1)
—Q (5nn1/2n_1/2+0‘> —0(1)
= Q(0,n%) —O(1).

Clearly, we can have, — 0 buté,,n® — oc.
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\ Donsker classe'

Thus

1. Finiteness of the entropy integral (which suffices forDwamsker
property) leads td R, || » decreasing ata—'/? rate, and

2. A slower rate fot| R, || r— r implies that the Donsker property does na
hold.

(We assumed a uniform bound @ifi|| . for f € F, in order to relate
|Gr||F;, tOE|G,||F; andtorescalés, , rather than an envelope
function—i.e., for allz and allf € F, |f(x)| < B(x).)
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