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1. Introduction

The inference of evolutionary history, whether in biology or in lin-
guistics, is aided by a carefully considered model of the evolutionary
process and a reconstruction method which is expected to produce a
reasonably accurate estimation of the true evolutionary history when
the real data match the model assumptions and are of sufficient quan-
tity. In molecular systematics (i.e., the inference of evolutionary his-
tories from molecular data), much of the research effort has focused
in two areas: first, the development of increasingly parameter rich
models of molecular sequence evolution, and second, the development
of increasingly sophisticated software tools and algorithms for recon-
structing phylogenies under these models. The plethora of software for
reconstructing phylogenies from molecular data is staggering. By com-
parison, much less has been done in historical linguistics in terms of
developing statistical models of character evolution or reconstruction
methods, suggesting that there is perhaps much to be gained by doing
so.

To date, although some models have been proposed for language evo-
lution, all have failed in some significant ways. In particular, linguistic
models either explicitly or implicitly have assumed that no homoplasy
(i.e., parallel evolution and/or back–mutation) occurs (see for exam-
ple (Ringe et al. , 2002; Taylor et al. , 2000; Warnow, 1997)). Most,
but not all, have not modelled borrowing between languages. In this
paper, we go beyond earlier models by explicitly incorporating both
homoplasy and borrowing into our model. We show that this model is
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not only quite rich, but reflects important properties of real linguistic
characters. Our examination of phylogenetic inference under the model
therefore has important ramifications for phylogenetic analyses of real
data.

The paper is organised as follows. We present a model of language
evolution that incorporates homoplasy in Section 2. Computational
issues involved with inferring phylogenetic trees under this model, in-
cluding identifiability and calculating likelihood scores, are discussed
in Section 3; proofs of the mathematical results in this section are
provided in an appendix. We then discuss how we can incorporate
borrowing into our model for homoplasy, and discuss the issues for in-
ferring evolution under both homoplasy and borrowing in Section 4.
We compare our model and its ramifications for phylogenetic analy-
sis to biological models in Section 5. We discuss the consequences for
phylogenetic analysis in historical linguistics in Section 6 and conclude
in Section 7 with a mention of a model similar to the homoplasy-free
special case of ours that was proposed and investigated in (Mossel &
Steel, 2004) because of its rather simple theoretical properties.

2. A new model of language evolution on trees

Most of the models used in studies of language evolution explicitly or
implicitly assume that evolution is treelike, and that linguistic charac-
ters evolve without homoplasy. We begin our discussion with a precise
statement of what these assumptions mean.

2.1. The standard assumptions of language evolution. The sim-
plest models about language evolution are expressed in the following
two statements:

• Evolution is treelike, i.e. the Stammbaum model applies.
• When a linguistic character changes its state, it changes to a

new state not yet in the tree, i.e. there is no “back–mutation”
nor parallel evolution.

The first condition is understood in the linguistics community but the
second condition is not quite as standard, and so it is worth discussing
in greater detail.

The phenomenon of back–mutation and/or parallel evolution is
called homoplasy. When there is no homoplasy in a character, then
all changes of state for that character result in new states. When all
the characters evolve without homoplasy down a tree, then the tree
is called a perfect phylogeny, and each of the characters is said to be
compatible on the tree.
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When characters evolve without homoplasy, it is sometimes very easy
to reconstruct the underlying unrooted tree, because each character
yields definite information about the branching order within the tree.
For example, if a character evolves so as to change only once in the
tree, then that character defines a split of the leaves of the tree (i.e., the
languages) into two parts, and that split is associated with the unique
edge of the tree on which the character changes state. Characters
that evolve in this way include practically unrepeatable phonological
innovations, and are highly informative about evolutionary history.

The assumption that linguistic characters evolve without homoplasy
is made implicitly in simulation studies (see (McMahon & McMahon,
2003) for one such paper), and was also made explicitly by Ringe &
Warnow in their early work (Taylor et al. , 2000) where they sought a
tree on which all the characters were compatible. However, the pairing
of these two assumptions, namely that evolution is treelike and that
linguistic characters evolve without homoplasy (i.e., that perfect phy-
logenies exist) is too strong, as our analysed showed definitively that
perfect phylogenies do not exist for our Indo-European (IE) dataset.

One possible explanation for the inability to find perfect phyloge-
nies is that the evolution isn’t treelike, i.e., some contact between lin-
eages must be inferred in order to explain the evolutionary process.
In that case, the “network model” makes sense, as described below.
Non-treelike evolution is clearly realistic, since lexemes are transmit-
ted between lineages. However, since sound changes can make the
presence of such transmissions apparent, the character states that are
assigned to lexemes that are borrowed are not identical (this is a direct
consequence of the comparative method). Where reticulate evolution
becomes problematic is when the borrowing is not detected, because
then the comparative method will assign identical states to lexemes
that are not actually cognate. Thus, although lexical characters are
particularly vulnerable to borrowing, careful application of the com-
parative method can detect much - but not necessarily all - of the
borrowing, and hence alleviate much of the problem involved in using
lexical characters, at least with respect to this issue.

However, another possible explanation of the non-existence of per-
fect phylogenies is that characters may evolve with back–mutation or
parallel evolution. Events of both types have been documented in lin-
guistics; for instance, sound changes can occur repeatedly, resulting in
phonological characters that exhibit parallel evolution (Ringe, Warnow,
and Taylor 2002: 66-7), and a language can shift a semantic function
from its morphology to its syntax, resulting in morphological characters
that have back-mutations (see the discussion below).
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Models that have incorporated borrowing into linguistic evolution
while still assuming homoplasy-free evolution have been used in sev-
eral simulation studies (McMahon & McMahon, 2003) and in the in-
ference of Indo-European evolution (Nakhleh et al. , 2004). Such mod-
els thus explicitly assume that all incompatibilities of characters with
the genetic tree must be explained by borrowing, since homoplasy is
not permitted. Indeed, determining whether incompatibility is due to
borrowing or homoplasy is one of the major challenges in historical
linguistic reconstruction.

In order to make progress on this difficult question, we have be-
gun by formulating a stochastic model of linguistic evolution that for-
mally models homoplasy in ways that are consistent both with lin-
guistic scholarship and with our own experience with Indo-European
characters. We will show that inference of evolutionary trees is both
theoretically possible and realistically feasible, even in the presence of
homoplasy, provided that homoplasy can be identified and dealt with
appropriately.

2.2. Different types of linguistic characters. There are three
types of characters - lexical, morphological, and phonological. Here
we assume that phonological characters are binary, and that all char-
acter state assignments are made on the basis of rigorous application
of the Comparative Method (Hoenigswald, 1960).

Homoplasy is an aspect of a character’s evolution with respect to a
particular set of languages, whereby a state for that character arises
more than once in the evolutionary history of that set of languages.
There are essentially two types of homoplasy: back–mutation (which
means the reappearance of an ancestral state) and parallel evolution
(whereby two languages have the same state, but no common ancestor
of those languages has that state). Examples of both types of homo-
plasy exist in language evolution.

Homoplasy is possible for any type of linguistic character, although
some characters are less likely to evolve with homoplasy than others.
Our own study of linguistic characters in Indo-European suggests that
true homoplasy (meaning either parallel evolution or back–mutation,
not simple incompatibility due to borrowing) is very rare for morpho-
logical characters (although see the discussion later), but very likely for
phonological characters and somewhat frequent for lexical characters.
For example, phonological characters, which are frequently binary, can
exhibit parallel evolution if the sound change is at all natural; loss of
the consonant h is an example of such a sound change character that
can evolve with parallel evolution. However, if phonological characters
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are based on phonemic mergers they do not exhibit back–mutation,
since reversals of phonemic mergers do not occur.

Interestingly, linguistic scholarship makes it possible in many cases
to identify the homoplastic states (that is, states which can arise more
than once) based upon linguistic scholarship alone (i.e., before any phy-
logenetic analysis is done, and without reference to an estimated phy-
logeny), at least for morphological and phonological characters within
the well-studied Indo-European family. For instance, the loss of /h/ in
various Greek dialects and in late Latin is an obvious parallel devel-
opment (Buck, 1955; Sihler, 1995); so is the merger of long /a:/ and
long /o:/ in Germanic and in Slavic (but not in Baltic, which is more
closely related to Slavic) (Brugmann, 1897); among lexical characters,
the use of “nursery terms” originally meaning ‘dad’ as the usual words
for ‘father’ in Gothic and Hittite must have occurred independently
(Pokorny, 1959), since those languages were never in contact at any
time after their ancestors began to diverge. The ability to identify
homoplastic states in advance of a phylogenetic reconstruction will al-
low us to infer the evolutionary history both accurately and efficiently,
with ambiguity in the phylogenetic estimation only when there is not
enough morphological and phonological character data to fully resolve
the tree (or when we are unable to identify accurately the homoplastic
states).

In addition, the number of homoplastic states is very small, at most
one for either morphological or phonological characters, and lexical
characters too seem to have a very small number of homoplastic states
(most of the time only one, but in principle this number could be
unbounded). For some morphological characters, homoplasy can be a
back–mutation to the state of “absence” or in parallel via mutations
to a “default” state.1 An example of the former is the superlative in *-
is

◦
mmo- (Brugmann, 1906), which is clearly an innovation of Italo-Celtic

that was subsequently lost in many Romance languages. Examples of
the latter are scarce in archaic Indo-European languages but easier to
find in their more modern descendants; for instance, the spread of the
second-person singular ending /-st/ from the present indicative (where
it originated) to the past and the subjunctive can be demonstrated to
have occurred independently in English and German (Campbell, 1962;
Lühr, 1984).

Phonological characters have homoplasy when the sound change oc-
curs sufficiently naturally for it to arise more than once; in this case,
the state indicating presence is the homoplastic state. In addition

1We are grateful to Bill Poser for reminding us of the latter phenomenon.
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to the examples noted above, one can cite the merger of voiced and
breathy-voiced stops in various clades of IE (Brugmann, 1897), the
merger of “palatal” and “velar” stops in a different but overlapping set
of clades (including Hittite but not the Luvian subgroup of Anatolian)
(Melchert, 1987), and so on.

Thus, homoplastic states (ones that can arise more than once) within
morphological and phonological characters can be easily identified, at
least when the language family is well understood (even if its phylogeny
is still unclear). On the other hand, the case of lexical characters
is somewhat more difficult: even for the well-studied Indo-European
family, accurate identification of homoplastic states without a given
(and robust) phylogeny is not necessarily easy.

2.3. Modelling character evolution. We now state our parametric
stochastic model of evolution.

In order to simplify the exposition, we will adopt the terminological
convention that the term homoplastic state means a state that can
appear homoplastically (i.e., one that can arise more than once in the
tree). Thus the designation of a state as homoplastic is a feature of
the model rather than the data: a homoplastic state may or may not
appear in a homoplastic event in a particular random realisation of the
model (that is, in a particular data set).

We will assume that there is at most one homoplastic state per char-
acter (it is trivial to extend the analyses and proofs to the case where
there is a fixed finite number of homoplastic states), that each homo-
plastic state can be identified before a phylogenetic analysis of the data,
and that the probability of each substitution depends only upon the
type of states that are involved (i.e. whether the states are homoplastic
or not).

We now define a very general model of individual site evolution for
linguistic characters. We will associate a stochastic substitution matrix
to each combination of edge in the tree and each character, as follows.
We denote the homoplastic state by h∗, for “homoplastic”, and the
non-homoplastic states by n. The stochastic substitution matrix for
the edge e and character c is defined by the following quintet:

• pe,c(n, h∗): the probability of a substitution of a non-homoplastic
state with the homoplastic state.

• pe,c(n, n′): the probability of a substitution of a non-homoplastic
state with a new non-homoplastic state.

• pe,c(n, n): the probability of not changing, given that we start
with a non-homoplastic state.
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• pe,c(h
∗, h∗): the probability of not changing, given that we start

with the homoplastic state.
• pe,c(h

∗, n): the probability of a substitution of the homoplastic
state with a non-homoplastic state.

Thus pe,c(n, h∗)+pe,c(n, n′)+pe,c(n, n) = 1 and pe,c(h
∗, h∗)+pe,c(h

∗, n) =
1. Note that this is a very general model, since we do not assume that
different characters have the same stochastic substitution matrices on
any given edge, nor do we assume that these substitution matrices
cannot change as we move across the tree. In this sense the model is
highly unconstrained. Note also that we allow states to be “sinks”, so
that once a language is in that state there is no possibility of changing
state (that is, we allow pe,c(h

∗, h∗) = 1 or pe,c(n, n) = 1).

2.3.1. Modelling how different characters can evolve differently. How
we allow variation between characters in this model involves issues
that are familiar in biological phylogenetics. Do we want to assume
that the evolution along an edge results from the operation of a dy-
namic process that differs from character to character only by the rate
with which substitutions occur? That is, do we want to impose the
analogue of the rates-across-sites assumption from biology (see (Evans
& Warnow, 2004) for a discussion of the rates-across-sites assumption
and an extensive list of references)? Or do we want to only make the
minimum assumption that all sites evolve down the same tree? As
we will see, for the conditions we assume - namely, that we can iden-
tify the homoplastic states - we do not need to make any assumptions
constraining how characters can vary in their evolutionary processes
in order to be able to reconstruct the tree. This is a surprising result
that distinguishes our model from other models which do not explicitly
assume the existence of sufficient homoplasy-free states.

2.3.2. How the model works for different character types. There are two
different types of characters we will consider: those which represent the
presence or absence of a given feature (phonological characters are the
main example of this type), and those for which there is an unbounded
number of possible homoplasy-free states.
Characters indicating presence/absence: For the first type of charac-
ter (which reflects our binary phonological characters), the two possible
states represent presence or absence, and evolution proceeds from ab-
sence to presence. Sound changes can occur more than once, but once
a sound change has occurred in the tree, all nodes below the edge on
which the sound change occurs will be recognisable as having undergone
the sound change (i.e., parallel evolution is possible, but back-mutation
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is impossible). Thus, pe,c(h
∗, n) = 0 and pe,c(h

∗, h∗) = 1. We will make
one quite mild additional assumption, which is that for such characters,
0 < pe,c(n, h∗) < 1 for all edges e in the tree.
All other characters: For other types of characters (i.e., morphological
and lexical), each state represents a different form for the character (se-
mantic slot for the lexical characters), and hence there is an unbounded
number of states for these characters. Morphological characters and
lexical characters can have both types of homoplasy (back-mutation
and parallel evolution), but in both cases we assume that the homo-
plastic states can be identified. (We acknowledge that in the case of
lexical characters this identification may not be as reliable as in the
cases of morphological or phonological characters; our mathematical
analysis that follows addresses the case where we are able to make
this identification.) We again make a mild assumption, which is that
0 < pe,c(n, n′) < 1 for all edges e in the tree.

3. Inference of evolutionary history under our model.

We will now discuss issues involved with inferring evolutionary his-
tory under our models, beginning with the theoretical issue of identifi-
ability, and then addressing actual methods for inferring evolutionary
histories.

3.1. Identifiability. The first issue is whether the model is identifi-
able. In essence, this is a question that asks whether it is possible
to uniquely determine the model, as well as its associated parame-
ters, from the probability of each possible pattern at the leaves. We
leave that general question open, but show a positive answer to the
fundamental question of whether the evolutionary tree (albeit not the
location of the root nor the parameters of the evolutionary process) is
identifiable:

Theorem 3.1. The model tree (modulo the placement of the root and
the parameters of evolution) is identifiable, provided that we are able
to identify correctly the homoplastic states.

The proof of this theorem is given in the appendix.

3.2. Algorithms for inferring evolution under our model. Be-
cause the model tree is identifiable, this means that it is possible to
reconstruct, with complete accuracy, the underlying (unrooted) evo-
lutionary tree for a language family - provided that there are enough
data, we use appropriate methods, and the family evolves under the
model. Note that this statement does not imply the ability to estimate
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to any degree of accuracy other features about the evolutionary his-
tory – such as the location of the root, the parameters pe,c(·, ·), dates
at internal nodes if we assume a model in which there is a functional
dependence between the pe,c(·, ·) and such dates, etc.

Also, we need to qualify our statement about completely accurate
reconstruction of the tree. Mathematically, having data on even an
infinite number of characters may not be enough to reconstruct the tree
perfectly if, as we consider more characters, the corresponding rates
of linguistic evolution become slower or faster too precipitously. For
example, suppose that we actually have an infinite number of lexical or
morphological characters c and for some edge e

∑
c(1−pe,c(h

∗, h∗)) < ∞
and

∑
c(1−pe,c(n, n)) < ∞. Then by a standard result from probability

theory (the Borel-Cantelli lemma), with probability one only finitely
many characters will exhibit a change of state on the edge e, and there
is positive probability that no characters exhibit a change on e. In
particular, if this state of affairs holds for every edge, then the data will
“freeze” after a certain point and all leaves will exhibit the same state
for all but a finite number of characters – implying that we are unable
to reconstruct the tree with certainty. Similarly, if

∑
c pe,c(h

∗, h∗) <
∞ and

∑
c pe,c(n, n) < ∞ for an edge e, then (again by the Borel-

Cantelli lemma) with probability one all but finitely many characters
will exhibit a change on edge e and there is positive probability that
every character exhibits a change on e. If this state of affairs holds for
every edge, then with probability one only finitely many characters will
be informative and for the remaining characters the languages at the
leaves of the tree will appear to be completely unrelated.

Note that this problem also occurs for models proposed for molecular
evolution, and so this issue is not particular to the linguistic model we
propose. However, if such pathologies are not present, then under our
model algorithms for reconstructing phylogenetic trees can be designed
which will yield reliable estimates of the true tree, as we now show.

3.2.1. Algorithms for inferring evolution under morphological or lexical
characters. For morphological and lexical characters (i.e., those char-
acters with an unbounded number of possible homoplasy-free states),
there are two simple algorithms which will reconstruct the true tree.
Each uses knowledge of the homoplasy-free states in order to infer ex-
plicit constraints on the topology of the underlying tree. The first
method infers bipartitions on the leaf-set and is the simplest algorith-
mically, but also requires (probabilistically) more data in order to re-
solve the tree completely. The second method infers quartet trees and
algorithmically more complex, but can use the data more efficiently.
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Algorithm 1 (bipartition-based): The first algorithm seeks bipartitions
defined by two distinct homoplasy-free states. If a character exhibits
two homoplasy-free states and no other states in the family, then (under
the assumptions of the model) the bipartition it defines on the set of
languages corresponds to an edge in the tree. We therefore just collect
all such bipartitions, and use standard polynomial time methods for
constructing the minimal tree consistent with all the bipartitions (see
(Gusfield, 1990)). Given enough characters of this type to infer each
edge on which there is a change, we can reconstruct the true tree for
the language family.
Algorithm 2 (quartet-based): Consider a character in which states 1
and 2 are known not to be homoplastic. Suppose languages A and
B both have state 1 and languages C and D both have state 2. In
this case, the only possible form for the tree on A, B, C,D is AB|CD
(i.e., there must be at least one edge separating the languages A and B
from C and D). The algorithm proceeds as follows. First, we examine
each character in turn, and for each pair of non-homoplastic states, we
construct the trees on four-language sets using this rule. Then, after
we have computed the set of all such quartet tree constraints, we seek
a tree that is consistent with all the input constraints. Finding the
tree that meets all the constraints is a computational problem that
is in general NP-hard to solve (i.e., hard to solve efficiently) (it is
equivalent to perfect phylogeny which is NP-hard (Bodlaender et al.
, 1992; Steel, 1992)), but under some conditions is solvable in a time
that is polynomial in the number of languages (i.e., “computationally
feasible”). In particular, if the correct subtree is given for all quartets
of languages, then the problem is solvable in polynomial time.

3.2.2. Algorithms for phonological characters. There are two ap-
proaches for using binary phonological characters. The first is to use
linguistic knowledge to screen the dataset and remove all characters
which have evolved with any homoplasy. This is the traditional ap-
proach, which tries to only use those phonological characters that
represent very unusual sound changes, unlikely to evolve in parallel
(Hoenigswald, 1960). The use of complex phonological characters is an
example of this type – any single simple phonological character might
be likely to evolve in parallel, but the conjunction of independent ones
together might represent a highly unusual such character. For instance,
the sequence of sound changes (a) Grimm’s Law (Streitberg, 1896), (b)
Verner’s Law (Streitberg, 1896), (c) shift of stress to initial syllables,
and (d) merger of unstressed /e/ with /i/ unless /r/ follows immedi-
ately – occurring in that order – is a complex phonological character
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which is probably sufficient to validate the Germanic clade even with-
out further evidence (Ringe, 2005). (On the other hand, each of the
sound changes of this complex character can be shown to have close
parallels elsewhere: (a) in Armenian, (b) in late Middle English, (c)
in Italic, Celtic, Latvian, etc., and (d) in Hittite and various other
languages.)

Provided that such a screening can be done, phonological charac-
ters can then be quite useful for inferring evolution, since each then
represents a binary split that must hold for the true tree.

Analyzing unscreened phonological characters can also be done, us-
ing the technique for estimating evolutionary distances we provide in
the appendix, and applying methods such as neighbour joining (Saitou
& Nei, 1987) which are guaranteed to be correct on tree-like distances
(also called additive distances). Such an approach is guaranteed to be
correct, but the conditions under which the approach holds are not
necessarily realistic. The conditions for correct reconstruction of the
true tree include that there be a fair abundance of phonological char-
acters, and that they all be drawn from the same distribution. That is,
unlike the case of either morphological or lexical characters, we cannot
use any individual phonological character to yield information about
the evolutionary tree, and instead must use the aggregate information
among all the phonological characters. Therefore, all the characters
must actually be essentially identical in their evolutionary process –
a condition we do not impose on morphological or lexical characters.
They can have different rates of evolution, but the rates of evolution
must be drawn from a distribution which we can estimate from the
data. These are strong conditions, and will not necessarily hold in
practice. (Such issues arise in most statistical models – and in particu-
lar, in most statistical models that are used in molecular systematics.)

4. Reticulate evolution in linguistics

In this section we explain how we model borrowing between lan-
guages, using phylogenetic networks. When there is no contact be-
tween languages after they have diverged, the Stammbaum model can
be used to describe the evolution of the languages. In this case, a rooted
tree is used to model how languages evolve from a common ancestor.
However, when there is contact between two languages after they have
diverged, a different type of model is needed. One such approach,
which is appropriate when an underlying tree (the so-called genetic
tree) can still be reasonably defined, is a network model. In this case,
additional edges, representing contact between language communities
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that co-exist in time and are geographically proximate, are added to
the rooted tree. These additional edges indicate the flow of linguistic
characters between two groups, and hence are bi-directional (since the
transmission of characters can go both ways, in general).

The contact edges are actually pairs of directed edges, one directed
edge for each of the two orientations. Every node in the network (other
than the root) has a unique parent node, but may also borrow a state
(i.e., receive a state, and replace its current state with the new state)
from a neighbour, to whom it is connected by contact edges. We make
two mild assumptions: first, that no state changes occur on a contact
edge, and second, that no node in the tree has more than one contact
edge incident with it, and so has at most one neighbour.

An important issue in modelling linguistic evolution using networks
is whether we will allow a language to inherit a state for a character,
as well as borrow a state for that character from one of its neighbours,
without replacing its inherited state by the borrowed state. In this
paper we only allow replacement rather than allowing the two states to
co-exist; thus, we do not allow polymorphism (two or more states for
a character in a language) to occur as a result of borrowing. Thus, we
assume that the evolutionary process operates first genetically, so that
each node receives its state from its genetic parent, but that state will
be replaced if the node borrows a state from a neighbour.

This assumption allows us to assert that each character evolves down
a tree contained within the network, since we can define the tree by
picking, for each node of the network, the node from which it obtains
its state (either by inheritance or by borrowing). Thus, every character
has a treelike evolution, even if the tree on which it evolves is not the
genetic tree. (If the character evolves without any borrowing, then its
tree will be the genetic tree, and otherwise its tree will include one or
more contact edges, and hence differ from the genetic tree.)

The parameters associated with the evolutionary process involved
in borrowing determine the relative probabilities of each character to
be borrowed, as well as the degree of contact of each borrowing edge.
Thus, we will have the parameter κe, where e is a directed contact edge,
indicating the probability of transmission via contact in that direction
of the most easily transmitted character. We also have the parameter
πc for a character c, which determines its probability of being borrowed.
Therefore, the probability of character c being transmitted on edge e is
πc × κe. These parameters allow us to determine for a given character
c, the probability of the character evolving down each of the trees
contained within the network.
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Since every character evolves down a tree contained within the net-
work, and we have described the process by which the tree on which
the character evolves is chosen, it suffices to describe the evolutionary
process on trees. More generally, it is straightforward to combine any
given model of treelike evolution with this reticulate evolution model,
since each character evolves in a treelike fashion on some tree contained
within the network (in statistical parlance, our model is a mixture of
treelike models).

However, inferring an accurate reticulate evolutionary scenario
presents several difficulties; only some simple situations can be readily
handled (in particular, we can infer a network with one contact edge
under this model, since such networks are defined by their collections
of bipartitions, but this is not generally true). In order to extend the
inference to be able to handle more borrowing, it may be necessary to
identify which characters evolve on the same evolutionary tree within
the network. When this can be done, then if there are enough charac-
ters to determine each of the trees contained within the network, the
network itself may be identified (under some conditions) from its con-
stituent trees. However, determining the network from its constituent
trees is not a trivial matter, though some cases can be handled ef-
ficiently (see (Nakhleh, 2004)). On the other hand, the assumption
that we can determine which characters evolve on the same tree is po-
tentially unrealistic. Hence, inference under a model that allows both
borrowing and homoplasy may be fairly challenging. Eliminating one of
these two factors - borrowing or homoplasy - certainly makes inference
much easier.

5. Comparison with models of molecular evolution

The model we present here is a fairly simple model which imposes
one major assumption (the ability to detect homoplastic states) but
is otherwise highly unconstrained. In particular, we allow characters
to evolve without any common mechanism, assuming only that they
evolve down the same tree. Under this model, we are able to show iden-
tifiability, linear time likelihood calculations, and most importantly, in-
ference of the underlying (unrooted) evolutionary tree that is efficient
with respect to data and with respect to running time.

By comparison, all models of molecular evolution that are in use
make strong assumptions about the common mechanisms governing the
different characters; without such strong assumptions, identifiability is
lost, and it becomes impossible to reconstruct the true underlying tree
from even infinite data.
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Since some of the interest in phylogenetic reconstruction for histor-
ical linguistics has been for dating internal nodes, a few additional
remarks are in order. Our discussion of what is achievable without
imposing a common mechanism model shows that we can reconstruct
the underlying unrooted tree, but not the parameters of the model. If
dating of internal nodes is desired, much more information about the
evolutionary processes is needed; in particular, the different charac-
ters in the dataset must be assumed to evolve under a common model
with either the same quintet of probabilities for all edges, or quintets
that are related under a rates-across-sites model, with a known (or es-
timable) distribution of rates. These are very strong requirements, and
may not hold in practice. Making these assertions with any degree of
confidence is probably beyond what can be done at this date; inferring
dates without having a basis for making these assertions is therefore
potentially quite problematic. Indeed, it may be best to avoid making
such inferences until the validity of assertions along these lines can be
evaluated.

6. Consequences for phylogenetic analysis in linguistics

Inference of evolutionary history under our model rests upon being
able to identify homoplastic states, since this allows us to reconstruct
the true tree (given enough data) without having to remove any charac-
ters from the dataset. In practice, several issues complicate this issue.
The first is that even in the case where all the homoplastic states can
be identified prior to the phylogenetic analysis, the presence of borrow-
ing can make the inference of evolution difficult, except when the total
amount of borrowing is quite low. Therefore, characters that are re-
sistant to borrowing and for which homoplastic states are identifiable,
will be much more useful in a phylogenetic analysis. This means that
morphological characters are the most valuable, since they are most
resistant to borrowing, have a very low incidence of homoplasy, and
the homoplastic states (when they exist) are most easily identified,
especially in archaic Indo-European languages (Meillet, 1925). The
second issue is that the identification of homoplastic states requires a
very thoroughly trained and knowledgeable historical linguist, and that
even the most skilled linguist may not be able to accurately identify all
the homoplastic states. Finally, insufficient data presents the problem
of incomplete resolution within a phylogenetic analysis. Therefore, in
practice, phylogenetic analyses within historical linguistics are likely
to remain somewhat ambiguous, whether due to insufficient data or
insufficient identification of homoplastic states.
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Note that this discussion assumes that all characters are kept, and
none are removed from the dataset. What about the traditional ap-
proach in which the data are screened, and all characters suspected of
homoplasy are deleted before the phylogenetic analysis (Hoenigswald,
1960; Garde, 1961)? This approach is controversial in part because of
its potential to be biased (i.e., it may be that the characters are not re-
ally homoplastic so much as inconsistent with a presumed phylogeny),
but in any event once a dataset is modified through this process, the
resultant screened data require somewhat different handling than our
methods described in this paper. In particular, our approach for phono-
logical data assumes that the characters evolve identically and indepen-
dently. Once the character set is modified through this process, while
the independence assumption will still hold, the identical distribution
of character evolution will not necessarily still hold. Thus, the proposed
technique for analyzing phonological characters cannot be applied in
this case. Instead, since the characters will be presumed to now evolve
without homoplasy (assuming all characters that are homoplastic have
been successfully identified and deleted), the traditional approach of
treating each binary phonological character as being homoplasy-free
can be used. Thus, screening data for homoplasy, and deleting all such
characters, can be applied successfully (although great care must be
exercised not to delete characters that simply do not agree with one’s
assumptions), but phylogeny reconstruction on such modified datasets
requires different techniques.

This commentary reflects the different issues involved in analyzing
each type of data. Lexical characters, being the most easily borrowed,
and having the most difficult-to-detect homoplastic states, are the most
difficult to use (Porzig, 1954). Phonological characters, on the other
hand, are somewhat more interesting to discuss – they are frequently
homoplastic, but homoplasy in phonological characters is relatively eas-
ily identified; while traditional methods may eliminate all phonological
characters suspected of homoplasy, this paper shows how to properly
analyse the full set of phonological characters without deleting suspi-
cious characters from the dataset. Morphological characters, being the
most resistant to both borrowing and homoplasy, however, are likely
to be the most valuable for phylogenetic analysis of languages.

In practice, we must also consider whether the model fits the data,
and whether we will have enough data (meaning enough independent
characters) in order to obtain a sufficiently accurate estimate of evo-
lution. The assumptions of the model may, of course, not hold for the
dataset in question – the most difficult aspect to ensure is that we can
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identify the homoplastic character states for every character. This re-
quires a great deal of linguistic competence, and also a great deal of
knowledge of the particular family, and even then may not be guaran-
teed to be correct. Hence, from a practical standpoint, this is still a
problem area. Finally, if a tree does not fit the dataset, so that con-
tact must be inferred, we can guarantee success but only in a somewhat
limited way: if the evolutionary history does not include too much bor-
rowing (specifically, too many contact edges), we should still be able
to infer the evolutionary history. Quantifying the limits of how much
borrowing can be allowed is part of our ongoing research.

7. Related work

The research most closely related to our work is (Mossel & Steel,
2004), which studies a no-common-mechanism model of evolution in
which there is no homoplasy. This model is mathematically equivalent
to the special case of ours that obtains when homoplasy is not allowed.
The authors present a reconstruction method using quartets similar to
the one we described, but improve upon it by using the observation
that not all quartets are necessary to determine the tree. They give
a precise quantification of when it is possible to reconstruct the tree
with high probability very efficiently (in terms of the amount of data
required). Their analysis can be carried over to our somewhat more
general situation to give the following result.

Theorem 7.1. Suppose that the tree T is binary and has n leaves (that
is, there are n languages). Assume further that there are constants
0 < a < b < 1 a such that a ≤ pe,c(n, n′) ≤ b for all edges e and
characters c. Then for any given 0 < ε < 1 there are constants γ and
δ depending on a, b, ε such that if the number of characters is at least
γ + δ log n, then the tree can be correctly reconstructed from the data
with probability at least 1− ε. Moreover, there is a polynomial-time (in
n) algorithm for the reconstruction.

8. Conclusions

In this paper we have presented a new model of linguistic character
evolution that allows for homoplasy and borrowing between languages.
We have shown that both morphological and lexical characters are
sufficient to identify the true tree, even without a rates-across-sites as-
sumption, provided that we can identify homoplastic states and the
amount of borrowing is limited. We have also provided a new tech-
nique for analyzing phonological characters, which allows us to keep
characters that evolve with homoplasy, and which will also identify the
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true tree provided that all phonological characters evolve identically
and independently. Thus, our research extends the current models of
linguistic character evolution and provides new techniques for analyz-
ing linguistic data. We have also provided an initial attempt for the
inference of reticulate (non-tree) evolution in historical linguistics.

It is worth noting that our research is an extension of linguistic
methodology, rather than a radical departure; the techniques we pro-
pose are consistent with existing techniques, while allowing for better
use of the available data. Furthermore, the research also provides a
mathematical explanation for the belief within the historical linguistic
research community that the choice of data is extremely important, and
that morphological and phonological characters in general are better
than lexical characters with respect to phylogeny reconstruction.
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9. Appendix

9.1. The model. We begin with a summary of the model of evolu-
tion. The graphical component of the model is a rooted phylogenetic
network N , which is a rooted tree T along with contact edges, where
the presence of a contact edge represents the assumption that there is
contact between two language communities at a given point in time.
Thus, we always work with pairs of contact edges, one edge in each of
the two orientations, between two nodes in T , and each of these individ-
ual directed edges e = (v, w) is associated with a parameter κe which
is the probability transmission of character states from v to w. Note
that κ(v,w) may not be equal to κ(w,v). Note also that because contact
edges can only take place between nodes that are able to co-exist, not
all networks defined as unions of rooted trees with contact edges are
feasible – certain additional constraints must also exist. Thus, while
it is not necessary otherwise to incorporate time into the model, we
may also require that the nodes of the tree be associated with a date,
so that these dates decrease as you move from the root towards the
leaves, and so that contact edges exist only between nodes that have
the same date.

The model also is equipped with a set of characters, and a probability
distribution on the set. Thus, each site evolves under a random pro-
cess, selected at random (under this distribution) from the set. Each
character in the set is equipped with a probability distribution for the
state type (i.e., homoplastic or non-homoplastic) at the root of the
tree, and a collection of of the transition probabilities (the pe,c(·, ·) pa-
rameters) between the two types of states for each edge in the tree.
Letting h∗ denote the unique homoplastic state for a given character
and n denote a non-homoplastic state, these transition probabilities
are given by pe,c(n, n), pe,c(n, h∗), pe,c(n, n′), pe,c(h

∗, h∗) and pe,c(h
∗, n).

Each character c is also equipped with a relative probability πc of being
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borrowed, so that the probability that character c is transmitted across
a borrowing edge e is πcκe.
Notes: In our discussion earlier we discussed how the parameters of the
different types of characters might be constrained by their type; thus,
for example, since binary phonological characters have only two states –
one of which is non-homoplastic and the other potentially homoplastic
– we would have pe,c(n, n′) = 0 for any phonological character on any
edge e. The description given here is just the more general one. Note
also that this model, as described, is a linguistic equivalent of the no-
common-mechanism model of Tuffley and Steel (Tuffley & Steel, 1997).

In order to fully specify this model, we need to delineate the actual
collection of non-homoplastic states and then specify the precise mech-
anism for picking from the non-homoplastic states when a substitution
is to result in such a state. The requirement that any change to a non-
homoplastic state always results in a new state forces the set of such
states to be uncountable. Since we are treating all non-homoplastic
states as being on an equal footing, it suffices to label the set of non-
homoplastic states by any nice uncountable set such as the unit interval
and to pick a state according to the uniform probability distribution
whenever a substitution is to result in a non-homoplastic state.

9.2. A dynamic form of the model. In other stochastic models for
character evolution in both linguistic and biological phylogenetics, the
substitution probabilities for an edge are derived from the net effect of
a continuous dynamic substitution process occurring along the edge –
typically a Markov chain. We can also introduce such a structure into
our framework as follows.

Now each edge e for character c will have a length te,c and we imagine
a rate one Poisson process of substitution events running for “time” te,c,
so that the expected number of substitution events on the edge is te,c.

What happens at each substitution event is determined by a quin-
tuple of probabilities qe,c(h

∗, h∗), qe,c(h
∗, n), qe,c(n, h∗), qe,c(n, n), and

qe,c(n, n′), where qe,c(h
∗, h∗)+qe,c(h

∗, n) = 1 and qe,c(n, h∗)+qe,c(n, n)+
qe,c(n, n′) = 1. The interpretation of, say, qe,c(n, h∗) is that it is
the probability that a given substitution event will result in a change
from a non-homplastic state n to the unique homoplastic state h∗. If
qe,c(h

∗, h∗) 6= 0 or qe,c(n, n) 6= 0, then we can have substitution events
that are “spurious” in the sense that they don’t actually result in any
change in the state of the character.

In order to derive the corresponding quintuple pe,c(·, ·), we first ob-
serve that if we combine all of the non-homoplastic states into a single
state, then the “clumped” evolution is still Markovian and is just a two
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state Markov chain with rate matrix (that is, infinitesimal generator
matrix) (

−qe,c(h
∗, n) qe,c(h

∗, n)
qe,c(n, h∗) −qe,c(n, h∗)

)
We can explicitly diagonalise this matrix and hence exponentiate it

in closed form to get

pe,c(h
∗, h∗)

=
qe,c(n, h∗) + exp(−te,c(qe,c(h

∗, n) + qe,c(n, h∗)))qe,c(h
∗, n)

qe,c(h∗, n) + qe,c(n, h∗)

pe,c(h
∗, n)

=
qe,c(h

∗, n)− exp(−te,c(qe,c(h
∗, n) + qe,c(n, h∗)))qe,c(h

∗, n)

qe,c(h∗, n) + qe,c(n, h∗)

pe,c(n, h∗)

=
qe,c(n, h∗)− exp(−te,c(qe,c(h

∗, n) + qe,c(n, h∗)))qe,c(n, h∗)

qe,c(h∗, n) + qe,c(n, h∗)

pe,c(n, n) + pe,c(n, n′)

=
qe,c(h

∗, n) + exp(−te,c(qe,c(h
∗, n) + qe,c(n, h∗)))qe,c(n, h∗)

qe,c(h∗, n) + qe,c(n, h∗)
.

To complete the computation of the quintuple pe,c(·, ·), we just need
to find pe,c(n, n) and then get pe,c(n, n′) by subtraction. Now pe,c(n, n)
is the probability that any substitution on the edge is from n to itself.
The per-substitution-event rate at which that chain exits the state n
is qe,c(n, n′) + qe,c(n, h∗) = 1− qe,c(n, n), and thus

pe,c(n, n) = exp(−te,c(1− qe,c(n, n))).

This dynamic model could be further constrained to provide linguis-
tic equivalents of standard molecular evolution models. For example,
requiring that te,c has the product form αe × βc would result in the
analogue of the rates-across-sites assumption.

9.3. Identifiability. The following two lemmas provide the funda-
mental techniques that we will use in proving identifiability of the
underlying unrooted tree.

Lemma 9.1. Let T be an unrooted binary tree, leaf-labelled by the set
L of languages. Let Q(T ) denote the set of all the subtrees of T induced
by quartets of languages drawn from L. Then T is defined by the set
Q(T ). That is, if T ′ is an unrooted binary tree with Q(T ′) = Q(T ), then
T = T ′. Let C(T ) denote the set of bipartitions defined by the edges of
the tree T . Then if T is an unrooted binary tree with C(T ′) = C(T ),
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then T = T ′. Furthermore, given C(T ) or Q(T ), it is possible to recover
T in polynomial time.

The proof is well known in the computational biology literature (see,
for example, (Kim & Warnow, 1999)), and is omitted.

Lemma 9.2. Let T be an unrooted binary tree with positive edge
weights w : E → R+, where E is the set of edges of T . Let [Dij]
be a matrix defined by Di,j =

∑
e∈Pi,j

w(e), where i and j are leaves

of T and Pi,j is the collection of edges on the path connecting i and j.
Then T , and the associated edge weights, are uniquely determined by
[Di,j], and can be constructed from the matrix in polynomial time.

The first part (uniqueness of the tree and edge weights) of this the-
orem is given in (Buneman, 1971), and the polynomial time algorithm
for obtaining T and w is given in (Waterman et al. , 1977).

9.3.1. Morphological and lexical characters. Recall that in our model
we make the assumptions that for morphological and lexical characters
we can identify all homoplastic states, and that 0 < pe,c(n, n′) < 1
for all edges e in the tree. Suppose that the probability of a non-
homoplastic state at the root is non-zero. Now let c be a morphologi-
cal or lexical character, and let e be an arbitrary edge in T . Consider
the probability that the state of c at the root is non-homoplastic, and
that c changes exactly once - on the edge e - to a new non-homoplastic
state. By our assumptions the probability of this is strictly positive.
Furthermore, given these events, the character c defines a bipartition
on the leaf set into two sets, defined by the edge e. Thus, given the
states of the leaf set defined by the character c, we can infer the edge e.
It is also easy to see that any bipartition of the leaf set defined by two
non-homoplastic states has zero probability if that bipartition does not
correspond to an edge in the tree. Therefore, given the probability dis-
tribution on bipartitions of the leaf-set defined by two non-homoplastic
states, we can infer the tree T (but not the root location). Therefore,
the underlying unrooted tree T is identifiable under this model. (A
similar argument can be used to prove identifiability from the quartet
trees defined on the basis of pairs of non-homoplastic states.)

9.3.2. Binary phonological characters. We consider binary phonolog-
ical characters. We will prove identifiability of the full model (the
underlying tree and the associated pe,c(·, ·) parameters, but not the lo-
cation of the root). Our proof relies only upon the assumption that
the root state is known and is not homoplastic.
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In binary phonological characters, the root state is 0 and indicates
absence of the sound change, and all transitions are from absence to
presence (indicated by 1). Thus, we allow 0 → 1 substitutions, but no
1 → 0 substitutions.

Let ρe,c denote the probability of a 0 → 1 substitution on the edge e
(i.e., ρe,c = pe,c(n, h∗)). Recall that we assume that for all edges e we
have 0 < ρe,c < 1. Set `e,c = − log(1 − ρe,c) and call `e,c the length of
the edge e. We define `c(Pi,j) the length of a path Pi,j between leaves i
and j to be the sum of the lengths of the edges in the path. To ensure
identifiability, we need only to show that we can compute `(Pi,j) for all
pairs of leaves i and j in the tree, given the probabilities of the patterns
at the leaves.

We know the probability that both i and j are in state 0, and we
also know the probabilities that each is individually in state 0. The
probability that i is in state 0 is just

∏
e∈Pr,i

(1 − ρe,c), where r is the

root, and we can compute the probability that j is in state 0 similarly.
The probability that both i and j are in state 0 is

∏
e∈Pr,v

(1 − ρe,c) ×∏
e∈Pv,i

(1−ρe,c)×
∏

e∈Pv,j
(1−ρe,c), where v is the most recent common

ancestor of i and j. Therefore,∏
e∈Pi,j

(1− ρe,c) =
Pr[i = 0 & j = 0]2

Pr[i = 0] Pr[j = 0]
.

Equivalently, the length of the path Pi,j is set by

`(Pi,j) = −2 log(Pr[i = 0 & j = 0]) + log(Pr[i = 0]) + log(Pr[j = 0]).

Since lengths of paths are identifiable, so (by Lemma 9.2) is the tree.
Hence model trees are identifiable from binary phonological characters
if we require 0 < ρe,c < 1.

9.3.3. Morphological and lexical characters revisited. Although identifi-
ability of the tree T was established above for morphological and lexical
characters, we would like to point out that a distance argument analo-
gous to that used for binary phonological characters can also be used in
this setting if the model doesn’t allow homoplasy. This observation has
the practical consequence that it enables distance-based reconstruction
methods to be used for morphological and lexical characters when there
is no homoplasy permitted.

We therefore assume for some character c that the root state is non-
homoplastic and that pe,c(n, h∗) = 0 for all edges e. Then for two leaves
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i and j we have, in the notation above, that

− log Pr[i and j in the same state] =
∑

e∈Pi,j

{− log(pe,c(n, n))}

and we can apply Lemma 9.2 to establish identifiability of the tree
provided 0 < pe,c(n, n) < 1 for all e and c (which is equivalent to
0 < pe,c(n, n′) < 1 for all e and c because of our assumption that
pe,c(n, h∗) = 0).

If we are in the setting of Section 9.2, then the edge weight
− log(pe,c(n, n)) is te,c(1 − qe,c(n, n)). In particular, if we impose the
rates-across-sites assumption that te,c = αe × βc, then the vectors of
edge weights for different characters are just scalar multiples of each
other.

9.4. Likelihood calculations. Because of the independence of the
characters, it suffices to show how to compute likelihoods for single
characters. Hence, let c be a single character, and (as usual) let c(x)
denote the state of x under the character c.

We begin by preprocessing the tree in order to assign states (when
possible) to internal nodes. This is possible for every internal node
that is on a path between two leaves with the same non-homoplastic
state. The result of this labelling yields rooted subtrees, denoted by t,
so that within each subtree t every two leaves that have the same state
have state h∗. The question is how to calculate the likelihood for this
special case.

9.4.1. Notation. We begin with some notation. We distinguish be-
tween the case where a node is labelled with h∗, and where a node has
a non-homoplastic state, denoted by n.

A marking of a rooted subtree t is a set of edges of t along with
the kind of event (mutation to h∗, or homoplasy-free mutation) that
occurs on each edge. A marking allows us to determine the equivalence
relation on the nodes of the tree defined by the character. Thus, some
such markings will have probability 0 since they will be incompatible
with the pattern at the leaves, and others will have non-zero probabil-
ity. Given a marking of a subtree t, the probability of the data given
the marking will be either 0 (if the marking is incompatible) or 1 (if
the marking is compatible). Hence we only need to compute the prob-
abilities of the markings which are compatible with the pattern at the
leaves.

We let the set of all markings of edges of the subtree t be denoted
by M(t).
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We let Mh∗(t) denote all markings of the subtree t which have the
root labelled by h∗, and Mn(t) denote all markings of the subtree in
which the root is labelled by a non-homoplastic state (i.e., something
other than h∗).

We let DMn(t) denote the markings of t which have the root labelled
by a non-homoplastic state, but labelled distinctly from all leaves below
the root. We let SMn(t) denote the markings of t which have the root
labelled by a non-homoplastic state, and identically labelled as some
leaf below the root.

When we write Pr[Mn(t)], Pr[SMn(t)], Pr[DMn(t)], or Pr[Mh∗(t)],
we mean the probability of the character states at the leaves of the
tree t, over all markings of the tree t with the properties defined by the
referenced set.

Before we show how we compute the various probabilities, we need to
define two more quantities. The subtrees we will work with are always
rooted subtrees, but have two different forms. Let v be a node in the
tree T . We denote the subtree of T rooted at v by Tv. However, if v is
not a leaf and if a is one of v′s children, then we denote T (v, a) the tree
rooted at v with one child a, along with Ta. Thus, there will be two
types of subtrees t – those whose root has one child, and those whose
root has two children.

We are now ready to show how we compute all the probabilities we
need.

9.4.2. The base case: t is a leaf. If t is a leaf then c(t) is already
defined, and in this case we can compute the various probabilities we
need to compute. Thus, Pr[Mh∗(t)] = 1 if c(t) = h∗, and Pr[Mh∗(t)] =
0 if c(t) 6= h∗. (We set Pr[Mn(t)] in the opposite way.) Similarly,
Pr[SMn(t)] = 1 if c(t) 6= h∗, and Pr[SMn(t)] = 0 if c(t) = h∗. Finally,
Pr[DMn(t)] = 0 for all leaves t.

9.4.3. The inductive case: t is not a leaf. We can then establish the
following identities.

(1) Pr[Mn(t)] = Pr[SMn(t)] + Pr[DMn(t)] (definition)
(2) Pr[M(t)] = Pr[Mh∗(t)] + Pr[Mn(t)] (definition)
(3) Pr[Mh∗(T (v, a))] = pe,c(h

∗, h∗)Pr[Mh∗(Ta)]+pe,c(h
∗, n)Pr[Mn(Ta)]

(4) Pr[Mh∗(Tv)] = Pr[Mh∗(T (v, a))]Pr[Mh∗(T (v, a′))], where a and
a′ are the two children of v

(5) Pr[SMn(T (v, a))] = pe,c(n, n)Pr[SMn(Ta)]
(6) Pr[SMn(Tv)] = Pr[SMn(T (v, a))]Pr[DMn(T (v, a′))] +

Pr[DMn(T (v, a))]Pr[SMn(T (v, a′))], where a and a′ are the two
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children of v. Note that this suffices because of our preprocess-
ing step – which results in the case that in every subtree, two
leaves which share the same state of a given character must
both have the homoplastic state h∗.

(7) Pr[DMn(T (v, a))] = p(n, h∗)Pr[Mh∗(Ta)]+pe,c(n, n′)Pr[Mn(Ta)]+
pe,c(n, n)Pr[DMn(Ta)]

(8) Pr[DMn(Tv)] = Pr[DMn(T (v, a))]Pr[DMn(T (v, a′))], where a
and a′ are the two children of v

Hence, the probability of the states at the leaves can be computed
in linear time, given the probabilities of substitution on the edges, for
all characters.
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