STAT 206A: Gibbs Measures Fall 2006

Lecture 16
Lecture date: Oct. 19 Scribe: Moorea Brega

Recall that a distribution tree factorizes according to some factor graph ([N], [M],{0a : 1 <
a < M})),

Definition 1 A family of factorized distributions is { P, }, where each P, factorizes.

Example 2 The free 2-dimensional 3 Ising model: G,, are graphs (n x n grids) and

1
Pn(a):EeXp B Z 0i0;
e
15

Example 3 The 2-dimensional 3 Ising model: Let 0y G, denote the vertexr boundary and

let 7 € {~1,1}% . Then (Pr)1<n<oo are given by

1
Pg(a):Eexp B Z oi0; | exp Z Tio;
1,j€Gn 1€0y Gn
i~j

Note that the same procedure can be applied when you have an infinite factor graph Gy,
factor node potentials (¢)) and a sequence G, T G.

Example 4 3-Regular Graphs: Consider the collection of all 8-regular graphs, {G:}, where
J is the edge function on G. Let

1
Bl(x) = 7 [[exp (87 wiz)) .

in~j
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Definition 5 Let G be a factor graph and v a variable node in G. Let B(v,l) = {w :
d(v,w) <1} and S(v,1) = {w : d(v,w) =1}.

Definition 6 Suppose P, factorizes according to G,, and let A and B be disjoint subsets of
vertices of Gy,. We define the following quantities:

ngax(UA) =P,(cla=04 | 0B)
[A: Blp, = (P{%) gl o

diam[A : B]p, := sup drvy (Pgi, Pg%‘) ,

!
0B,0g

where dpy is the total variation distance.

Definition 7 Let P, be a family of factorized distributions. We say that uniqueness holds
if VIVe > 0 dr > £ such that Vn Yo

diam [B(v,1) : S(v,7)]p <e.

That is, uniqueness means that the probability distribution on the [-ball isn’t affected by
what we see on the boundary of the r ball (where r > [).

A variant of uniqueness is exponential uniqueness. The definition of exponential uniqueness
is essentially the same as for uniqueness except that we only consider € of the form e¢ =

(1—n)

As a final note to this discussion of uniqueness, we mention the connection between Defini-
tion 7 and the notion of uniqueness for infinite graphs: Given v (the factor node potentials),
there exists a unique measure satisfying the Markov Property. This notion of uniqueness
on infinite graphs is equivalent to uniqueness given by Definition 7 for all finite subgraphs.

Definition 8

(A: B) =sup{Ey[fg]: fdepends on o4,g depends only on op,E[f] = E[g] = 0,]f[ec < 1,]gloo<1}
[

Definition 9 We say that non-reconstruction holds if ¥l ¥Ye > 0 dr > £ such that ¥Yn Yv
(B(v,1),S(v,1)) <e.
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Informally, in determining non-reconstruction, we want to know if in the factorized measure
and with no conditioning we can get any information about the I-ball from the boundary
of the r ball. If not, we call it non-reconstruction.

Proposition 1: Uniqueness implies non-reconstruction.

Proof: We want to compute E[fg]. Then,

E[fg’JS'(v,r) = E] - E[f]E[g} - g(E)E[f‘O—S(v,r) - E]

because E[f] = E[g] = 0. From uniqueness,

drv <P§j9(q();:;), Pn,B(v,l)> <e

Thus,
|E[f] — E[f|os(wr) = 7| < 2¢

and therefore:
E[fg] < 2¢E]|g|] < 2e.

a

Proposition 2: Non-reconstruction implies Ve > 0 3r such that Vn, Vf, g with |f|e < 1,
|9loc < 1, Vu,v such that d(u,v) > r

Cov[f(ou),g(ov)] <e.

One dimensional systems. Here we show that for one dimensional systems we always
have exponential uniqueness.

Claim 3: Consider a family {P,} where P, factorizes over G,. Assume

1. 317>Osuchthatvw,n§w§%
2. 3D < oo such that for every connected set of variable nodes, S, it holds that |0pS| < D,
where 9pS ={w ¢ S :3Fw € 85,0, : v,w € 95}

Then P, has exponential uniqueness.

Proof: Let P7',P?2 € [B(v,l),S(v,l + r)]. We’ll show dpy (P, P?2) < (1 —€)" by

induction on r.
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The case r = 0 is trivial. For r = 1, consider two probability measures, Q7*, Q%2 €
[B(v,l+ (r—1),8(v,l + 7).

The boundedness of the potential coupled with the fact that the set B(v,l+ (r — 1)) has at

most D neighbors implies that 382 € [n?P,n72P]. Therefore:

drv(Q7,Q7) <1—e
where € = €(D,n) > 0.

This implies in particular that for R°',R°* € [S(v,l + (r — 1),S(v,l + r)] we have
dryv(R', R?) <1 —e.

Now we consider each of the measures P!, P?2 by first conditioning on the values in S (v, [+
(r — 1)) — we then obtain that:

P7 =P =(1—¢)) I; (P~ P"T)
where [; > 0, >°1; = 1 and P%"i, P%7i € [B(v,l) : S(v,l + 7 — 1)]. By the inductive hypoth-

esis we have ‘ o
dTv(PZ,TZ'7P’L,T¢) S (1 o 6)7“71’

for all 7. Summing over all ¢, we obtain
dpV (P, P7?) < (1 —¢)"

as needed. O
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